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Abstract: The following paper presents the application of Self-Organizing Maps (SOM) to construct and apply investment strategy on the stock market. Characteristics of this type of neural network and their influence on the investment strategy performance are verified. Considered parameters include the SOM size, here connected to the size of the training set (number of examples). The average number of patterns per neuron was selected as the appropriate measure. Other aspects of the SOM analysis included conscience mechanism, which allows more neurons to be stimulated during the learning process, method of weights updating, determining the number of stimulated neurons. Additionally, the impact of the correlation between features was verified to eliminate redundant ones. Performance of each designed network was verified against the simple investment strategy, generating “buy”, “sell” and “hold” signals based on the average Rate of Return (RoR). Results show that SOMs with the conscience mechanism outperform their simpler configurations. Elimination of correlated data also improves performance of the SOM-based investment strategy. Copyright © Research Institute for Intelligent Computer Systems, 2017. All rights reserved.
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1. INTRODUCTION

Customers of the stock markets cannot rely on their intuition or blind luck when making investment decisions. Their decisions have to be as certain as possible to maximize profits and minimize losses. Effective investments can be supported in many ways. The most rational ones include the technical and fundamental analysis or the usage of computer applications and strategies specifically created for this purpose. Application of Artificial Intelligence (AI) methods for automatic forecasting, classification and processing of data is currently a standard approach. One of the popular learning and decision making algorithms are neural networks.

In this paper the unsupervised learning networks, i.e. Self-Organizing Maps (SOM) are used to find dependencies within time series constructed by the prices of shares in the subsequent days. The networks’ characteristics affect performance of the investment strategy built on data classified by them. Parameters of SOM are verified to find the optimal configuration in the particular case. The paper contains extended set of experiments using the designed network, initially presented in [1].

The paper is organized as follows. The considered problem is described in Section 2, while the methodology of the conducted experiments is in Section 3. The investment strategy used for generating “buy” and “sell” signals is introduced in Section 4. Detailed information about experimental setup is provided in Section 5. Results of investigations are presented in Section 6. Conclusions and possible future applications of the proposed methodology are in Section 7.

2. PROBLEM DEFINITION

Artificial Neural Networks (ANN) have been used for the stock market analysis in multiple ways. Most often they are applied to predict stock prices [2-8] and to analyze data patterns [9-12]. Their wide applications are based mainly on the supervised learning approach, where the input data for the ANN is labelled with the expected output (established by the designer). This way the network can be trained to correctly react on particular data vectors (further called examples). Such an application requires from the investor a careful analysis of historical data and identification of “buy” and “sell” signals in the past. Accuracy of the processing influences effectiveness.
of the decision making module and accurate categorization of both types of signals. The unsupervised learning ANN is used to find dependencies in the past data without any information about the decision that should be made at the specific time instant. Generation of categories is the subsequent step after grouping similar examples into clusters. Such a methodology was successfully used in classification problems such as diagnostics of analog systems [13], voice [14] or handwritten text recognition [15].

The stock market analysis is difficult as the system itself is complex and mostly of the stochastic nature. There are many factors influencing behavior of shares’ prices, some of them are still to be determined.

Construction of the ANN requires providing parameters supporting the learning process. The drawback of the approach is that their optimal values are unknown during the training phase. Therefore the detailed analysis of each problem must be done separately, requiring significant amount of time. Solutions for the stock market require selecting the strategy achieving the highest money returns in the shortest training time. The methodology of the AI-based investment support system is presented in Fig. 2. The decision about what to do with the particular shares in the present moment (“buy”, “sell” or “do nothing”) is made based on knowledge extracted from the history data and the developed investment strategy. The important part of this process is feature extraction, i.e. calculation of technical analysis factors based on the daily share prices.

3. METHODOLOGY OF DATA ANALYSIS

The aim of this study was to determine the relation between the parameters of the SOM and its performance (measured as RoR (1)) for the investment strategy built for the network.

$$\text{RoR} = \frac{v_t - v_{t-1}}{v_{t-1}} \cdot 100\%$$ (1)

where \(v_t\) is the value of the investment at the end and \(v_{t-1}\) is the value of the investment at the starting
point. The value of RoR is to be maximized during the strategy application.

The unsupervised learning-oriented, one-layered network (Fig. 3) was implemented here, where neurons are trained to react on the presented examples (by changing weights connecting them with corresponding inputs). The weights of neurons reacting to the specific examples in the strongest way are modified to react to them even stronger. The adjustable parameters of the network are:

- size and dimensions of the SOM, i.e. the number of neurons and their positions on the plane (square or rectangular),
- conscience mechanism, allowing for increasing the number of units competing during the training,
- number of neurons trained at the same time (either only the strongest one or the group of units in its vicinity as well),
- learning coefficient, influencing speed of training.

Conducted experiments allowed for verifying all parameters separately. The Matlab 2014 computing environment with Neural Networks toolbox was used for this purpose. The stock market data for companies listed on the Warsaw Stock Exchange were used as the case study. All analyzed companies are or were a part of the WIG20 index (updated on 16.09.2016), which contains the largest twenty companies based on their market capitalization and trading value of shares. These are in particular: Asseco Poland, BRE Bank, Bank BZWBK, Eurocash, Lotos, GTC, Bank Handlowy, KGHM, Bank Pekao, PGNiG, PKN Orlen, Bank PKO BP, Synthos and TPSA. All available data for each company were used for computations. The number of observations in every case is different because dates of entering the stock market were different for each company.

The separate investment strategy was applied to a particular case, as each company is different and the SOM should learn specific patterns provided to its input. Therefore the network is trained only by data for the particular company. During the learning phase, each pattern is processed by all neurons in the SOM. Their response is calculated as the distance between values of the input parameters and weights of the subsequent neurons. The one with the smaller distance is the winner, as its reaction to the vector is the most intense. The next step depends on the selected learning strategy. In the Winner Takes All (WTA) only its weights are modified to react even stronger to this vector. In the Winner Takes Most (WTM), also neurons close to the winner are trained. The purpose of this process is to train particular neurons to react to specific examples (“detect” them). The trained network is further used to classify vectors of features not available during learning.

4. INVESTMENT STRATEGY DETAILS

The SOM-based investment strategy is the classification module generating one of three signals on the output as the reaction to the input vector:

- purchase of shares for all available money (P);
- sale of all possessed shares (S);
- hold (do nothing) (H).

The P and S signals cause buying or selling all available shares of the selected company, which is the typical approach in the investment strategy development. At the beginning, the investor possesses the initial value of 10,000 Currency Units (CU). The strategy includes the 0.4% commission on each transaction and excludes the possibility of short selling (i.e. selling shares, although the investor does not possess them – as the strategy is tested in the simulated environment, such operations are possible).

The strategy is generated during the training process. For that purpose, the data set $D$ is required, containing $n$ vectors (examples) $x$, each with $k$ features (in general, real or integer numbers) $f_i$.

$$x = [f_1, f_2, ..., f_k] \quad (2)$$

Features are values calculated based on the daily stock prices (opening, closing, minimum, maximum, etc.) collected for each considered company.

For each example $k=18$ features were used, determining the number of SOM inputs. They include the most popular technical analysis indicators. All processed data were downloaded from financial web portals (such as bossa.pl). The analyzed features are as follows (details of their interpretation can be found in [16-17]):

1-4. the last four 1-day logarithmic Rate of Returns, i.e. RoR calculated as the logarithm of the ratio between the share price $v_t$ from today and the share price $v_{t-1}$ from the previous day (3);

$$RoR_{t-1} = ln\left(\frac{v_t}{v_{t-1}}\right) \quad (3)$$
5-6. the last two 2-day logarithmic RoR, calculated analogously to (3);
7. the actual gradient of 5-day price trend (4);
8. the gradient of 5-day price trend from the previous 4 days (4);
9. the actual gradient of 10-day price trend (4);
10. dynamics of change for 1-day logarithmic RoR (5);
11. dynamic of change for 2-day logarithmic RoR (5);
12. dynamics of change for gradient of 5-day price trend;
13. difference between the actual gradient of 5-day price trend and the 10-day price trend;
14. Relative Strength Index (RSI) - indicator used in technical analysis determining the strength of the trend;
15. buy and sell signals obtained from MACD (Moving Average Convergence/Divergence) indicator. It examines the convergence and divergence of moving averages, and is the difference between long-term and short-term values of the exponential average;
16. difference between the last closing price and Moving Average;
17. 14-day Rate of Change (RoC), i.e. the percentage change of the price of the current session to the price from 14 sessions before;
18. Commodity Channel Index (CCI), measuring the deviation of the price of a share from its mean value recognized statistically.

Training consists in presenting subsequent vectors to the SOM, for which the responses are calculated. The \( j \)-th neuron with the weights \( w_j \) closest to the training example is considered the winner, as its reaction is the strongest to this vector. The \( w_j \) vector is modified to make the unit susceptible to this example even stronger.

\[
\mathbf{w}_j = \mathbf{w}_j + \eta \cdot \mathbf{p}
\]

where \( \eta \) is the learning coefficient and \( p \) is the direction of correction (increase or decrease).

After presenting all examples from the set \( D \), the process is repeated from the beginning. This way the particular neurons are specialized to react exclusively to the particular examples. After training, the SOM contains four groups of neurons. Three of them represent examples for which one of the investment signals are generated (P, S or H). The fourth group contains neurons not generating any signal (not responding to any example). As this effect is considered negative, such a group should be as small as possible. Details of the training algorithm are in [18-19].

For each training process, the maximum number of iterations (i.e. presentations of the whole set to the network – training epochs) was the same and equal to 2000. This was the only stopping condition applied. Because the initial weights are selected randomly, every network was constructed and trained 10 times in the constant conditions to verify repeatability of results.

After training, the network is evaluated using additional examples not present in the set \( D \). Accuracy of the investment strategy is measured by the RoR calculated on these examples.

5. SOM PARAMETERS

The following section presents details of the subsequent SOM parameters, which had to be verified during the research. To make the evaluation as accurate as possible, in each experiment only one parameter was changed. This way the influence of the subsequent SOM configurations on the network accuracy was determined.

5.1 SOM DIMENSIONS

The optimal number of neurons in SOM determines the theoretical maximum number of categories to generate during training. This value is related to the size of learning data. The aim is to find the best average number of observations from the learning set per single neuron. This significantly affects the classification accuracy, increasing the resolution and the ability to distinguish between various examples. If the number of neurons is too small and the processed group of vectors is too diverse, dissimilar examples will be assigned to the same cluster. For too many neurons, the number of clusters may be excessive, containing small number of examples. In both cases “inactive” neurons may exist in the network, not responding to any particular examples, which is also the negative effect.

For each company selected for the study, seven investment strategies based on SOM with different sizes were simulated. Each size depends on the number of training examples available for the company and variability in data. For instance, the set of examples scattered and forming clusters distant from each other requires the greater number of
neurons than the set of the same cardinality, but with examples of small variability. Networks were trained using the WTM strategy (see Section 5.3), where the group of neurons in the vicinity of the winning unit is also trained. This mechanism requires defining the link distance, i.e. the neighborhood. In each network the neurons were arranged in the shape as close to the square as possible. Results in Table 1 show the optimal number of units for each company. The column headers indicate the tested values of average vectors per neuron, which will require different number of neurons for the particular company (as each contains the different number of samples). The rows contain the subsequent number of neurons in each network for the subsequent companies (ensuring the particular average value of vectors per neuron). Comparison between the applied networks is discussed in Section 6.

The value of \( p_{\text{min}} \) is the minimum potential supporting the \( i \)-th neuron to compete with other neurons during learning process. Each unit with the value of potential below \( p_{\text{min}} \), is excluded from calculations. This prevents the particular neuron from dominating the network and adjusting its weights to most of examples. The maximum value of the potential is limited to 1. Selection of the \( p_{\text{min}} \) value affects the neuron’s ability to learn. When \( p_{\text{min}}=0 \), the winning neuron may respond to another learning pattern. If \( p_{\text{min}}=1 \), the neurons win consecutively, because at any moment there is only one ready to learn. In practice, good results were obtained for \( p_{\text{min}}=0.75 \) – see [19, 20].

Results obtained by the conscience-based investment strategies are expected to give better RoR that the ones without it. The mechanism allows less active neurons to modify their weights, which causes that each neuron to respond to more similar number of vectors. This may shift the best average number of samples for neuron in case of these networks. This is because there is the smaller chance for the appearance of “inactive” units in networks with larger number of neurons.

### 5.3 LEARNING STRATEGY

The effect of using the WTA (Winner Takes All) learning method instead of WTM (Winner Takes Most) was also examined. The former causes that only one, winning neuron has adjusted weights. In the WTM approach, additionally to the winning neuron its neighbors are trained as well. Units from the neighborhood located closer to winning one adjust weights more intensely than neurons located farther. The neighborhood from Section 5.1 was defined as the link distance function and set to 3. Using WTM causes that more neurons adjust their weights and decreases the chance that some of them do not generate any investment signals.

### 5.4 CORRELATION IN DATA

Features presented in Section 4 were selected because of their wide usage in the technical analysis, but for the strategy described in the paper many of them could be redundant. Some features may present similar information, so their existence in the set \( D \) is unnecessary. To check such dependences, correlation between pairs of features was checked. On this basis two reduced data sets were obtained, each containing less features than the original set.
used in Section 5.1. The first one ($D_{17}$) contains 17 features, without $f_{13}$, having the correlation indicator with $f_{12}$ higher than 0.9 in at least 80% of companies. The second subset ($D_{11}$) contains eleven features, without $f_{5}$, $f_{6}$, $f_{8}$, $f_{11}$, $f_{13}$, $f_{14}$ and $f_{16}$ (see Section 4). They have the correlation indicator higher than 0.7 for at least 60% of companies. Comparing strategies built on these two datasets with strategies from Section 5.1 shows the significant impact of correlated features in data set, described in Section 6.4.

6. EXPERIMENTAL RESULTS

6.1 SOM DIMENSIONS

To check the impact of each SOM parameter on its performance, training and testing processes were repeated and concluded with the RoR calculation. These values were then compared to reveal the optimal combination of parameters, ensuring the most effective investment strategy. Firstly, networks of different sizes, based on the average number of learning patterns per neuron, were tested. Next, for each company the SOM size was verified, according to three measures: minimal, maximal and average RoR. Table 2 contains percentages of strategies for companies based on particular SOMs’ configurations (Table 1) with the best results in each category. Quality factors include minimum, maximum and average RoR, calculated for ten repeats of the experiment (i.e. training the network from scratch and testing it on the available data). Because the SOM training starts with randomly selected weights, experimental results must be interpreted statistically. The selected measures show how many times the particular SOM gives the optimal RoR for all companies. Values in the particular column sum up to 100 percent.

Table 2. Influence of the network dimensions on the investment strategy performance

<table>
<thead>
<tr>
<th>Avg. vectors per neuron</th>
<th>% of best strategies for companies</th>
<th>Min. RoR</th>
<th>Max. RoR</th>
<th>Avg. RoR</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>52.97%</td>
<td>24.58%</td>
<td>44.95%</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>10.38%</td>
<td>2.85%</td>
<td>10.06%</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>6.52%</td>
<td>18.33%</td>
<td>14.52%</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>12.92%</td>
<td>12.93%</td>
<td>12.76%</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1.91%</td>
<td>18.19%</td>
<td>1.69%</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.92%</td>
<td>15.59%</td>
<td>1.31%</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>14.38%</td>
<td>7.53%</td>
<td>14.71%</td>
<td></td>
</tr>
</tbody>
</table>

Results of this experiment show that networks with large number of learning patterns per neuron perform better in the investment strategies. The average RoR for networks with 150 learning vectors per neuron is better than the rest of structures for nearly 45% of companies.

Data available for the subsequent shares were of different sizes and the relative network size was different for all of them. Larger SOMs with the larger number of patterns per neuron behaved more stable than the smaller ones. Such networks in individual cases allowed for obtaining better RoR, but their variations were much higher. The chance to get better or worse RoR from the investment strategy was similar. Usability of these strategies is therefore limited.

6.2 CONSCIENCE MECHANISM

Influence of the conscience mechanism on the network efficiency is presented in Table 3. The percentage of companies, for which SOMs with the conscience mechanism perform better, is 59% (based on the average RoR). In 12% cases SOMs obtain comparable results, while in 28% of cases SOMs without the conscience mechanism perform better. Similar results were obtained based on the minimal and maximal RoR. As in Table II, values in subsequent columns are summed up to 100 percent.

Table 3. Influence of the conscience mechanism on the investment strategy performance

<table>
<thead>
<tr>
<th>% of best strategies for companies</th>
<th>Min. RoR</th>
<th>Max. RoR</th>
<th>Avg. RoR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM without conscience performing better</td>
<td>32.27%</td>
<td>28.06%</td>
<td>28.45%</td>
</tr>
<tr>
<td>Equal outcomes for both SOM types</td>
<td>13.57%</td>
<td>20.3%</td>
<td>12.18%</td>
</tr>
<tr>
<td>SOM with conscience performing better</td>
<td>54.16%</td>
<td>51.64%</td>
<td>59.37%</td>
</tr>
</tbody>
</table>

Strategies based on networks with the conscience mechanism in general perform better than for networks without it. RoRs from such strategies are higher by average 9%. After including only the cases when these strategies were better, this average values rises up by 17 percent. The average RoR for strategies without the implemented conscience mechanism was better only by 5 percent. This proves the usability of the proposed networks, but requires the careful selection of their parameters and repeated training/testing scheme.

6.3 LEARNING METHOD

Influence of the learning method on the strategy performance is presented in Table 4. Generally, WTA gives superior results (in almost 50% cases
performs better based on the average RoR), but in almost 43% of cases based on minimal RoR, the WTM method performs better (at almost 41% for WTA). Also, small differences based on the maximal RoR suggest that learning method doesn’t have impact on the investment strategy quality or the tested pool of companies is too small. Expanding it should be considered in the future research. Also, different neighborhood should be evaluated.

Table 4. Influence of the learning methods on the investment strategy performance

<table>
<thead>
<tr>
<th>% of best strategies for companies</th>
<th>Min. RoR</th>
<th>Max. RoR</th>
<th>Avg. RoR</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTM performing better</td>
<td>42.86%</td>
<td>39.80%</td>
<td>35.71%</td>
</tr>
<tr>
<td>Equal outcomes for both methods</td>
<td>16.33%</td>
<td>18.37%</td>
<td>15.31%</td>
</tr>
<tr>
<td>WTA performing better</td>
<td>40.82%</td>
<td>41.84%</td>
<td>48.98%</td>
</tr>
</tbody>
</table>

6.4 CORRELATION IN DATA

Performance comparison of methods built on data sets with different number of features $|f|$ is presented in Table 5. Clearly, strategies built on data without correlated features perform better than others (62.67% based on the average RoR). Returns from such strategies are higher by average 7%. After including only the cases when these strategies were better, this average values rises up to 13%. Analysis of correlation between features can easily improve quality of the investment strategy.

Table 5. Results of Experiment – Correlation in data

<table>
<thead>
<tr>
<th>% of best strategies for companies</th>
<th>Min. RoR</th>
<th>Max. RoR</th>
<th>Avg. RoR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{18}$ with highest RoR</td>
<td>14.71%</td>
<td>28.33%</td>
<td>24.00%</td>
</tr>
<tr>
<td>$D_{17}$ with highest RoR</td>
<td>16.18%</td>
<td>15.00%</td>
<td>13.33%</td>
</tr>
<tr>
<td>$D_{11}$ with highest RoR</td>
<td>69.12%</td>
<td>56.67%</td>
<td>62.67%</td>
</tr>
</tbody>
</table>

Exclusion of correlated data from the data set also speeds up learning process due to the smaller number of features, which is the additional reason to perform data analysis and carefully choose features to the particular strategies.

Comparison between the SOM and other approaches used to make investment strategies is difficult, as they (especially supervised learning ANNs, such as multi-layered perceptrons) process learning data differently. The future work should include the direct comparison between such architectures, using measures presented here.

7. CONCLUSIONS

In this paper the influence of the SOM parameters on the accuracy of investment strategies in the stock market were verified. The best single SOM-based investment strategy is the one with WTA learning method and the conscience mechanism implemented. Its size corresponds to the learning data per the single neuron. Here the optimal value is, in average, 150 vectors. From data set the correlated features should be removed to speed up performance of neural network and increase the RoR. Future works require comparison between alternative AI-based approaches and the implementation of the ensemble of classifiers, for instance combining multiple configurations of SOMs, all trained on the same data.
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