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Abstract: This article describes the method for estimating the availability of 
TCP/IP virtual data links and the TCP/IP network as a whole. As criterion of 
availability, authors consider boundary values, i.e. the minimum availability of 
network when the majority of the tasks are carried out via channels with the 
minimum availability, and the maximum availability of network when the 
majority of the tasks are carried out via channels with the maximum availability. 
After the minimum and maximum availability of channels have been estimated, 
it is possible to use the rated distance for assessment of availability value for the 
network as a whole Authors offer the analytical model of evaluating availability 
of telecommunication system components based on the Kolmogorov distance. 
Authors also brought up and tested an algorithm that allows computing the scalar 
value of availability of network with complex topology. Experiments have 
shown that the mean error of assessment (an arithmetic average from relative 
errors of all channels of this network) equals approximately 14.5% and only 25% 
of total number of relative errors by channel considerably exceed a mean error. 

Copyright © Research Institute for Intelligent Computer Systems, 2018.  
All rights reserved. 

 
 

1. INTRODUCTION 

There is an increased amount of interest in 
finding solutions to the problem of availability 
control in information telecommunication systems. 

On the one hand, citywide and region-wide 
telecommunication infrastructure is forced to 
increase capacities because of the increasing amount 
of requirements in information society. However, 
such growth is often carried out mechanically, by 
putting into operation new network devices and 
network segments. The topology of such 
telecommunication system is not subject to the 
description using conventional topological structures 
(“star”, “ring”, etc.) as it represents poorly 
structured, almost “stochastic” network. Thus, there 
happens to be insufficient study of the degree of 
influence of such network structure expansion on 
infrastructural operational characteristics, including 
availability. As a result, network service providers 
are incapable to provide standard quality of the 
services, and measures undertaken by them can only 
worsen a situation and, owing to their unsystematic 

character, lead to a collapse of telecommunications 
(a scale-up problem of average length of a route, a 
problem of “bottle necks”, etc.) 

On the other hand, modern dynamic routing 
protocols (EIGRP,OSPF, etc.) use metrics, which 
have a number of negative properties as for 
infrastructure stability, for example, poor response 
to changes in information exchange parameters, a 
lack of accounting of the required response time, 
absence of verification parameters in formulas for 
metrics (that leads to implementation of the 
information attacks). Therefore, it is necessary to 
develop the management method for these protocols 
providing the necessary level of availability of 
network infrastructure and allowing receiving a 
prompt response from devices in critical network 
segments. 

Scientists worldwide offer approaches to a 
solution of this problem. Important remarks 
concerning availability are made in [1]. Authors of 
[1] ponder that it is not pertinent to model a network 
node availability as a distribution dependent on one 
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parameter, instead it is worth representing it as a 
combination of two non-stationary distributions: 
short-term daily accessions and shutdowns of 
separate nodes, and long-term addition of the nodes 
in network and their disconnections. Also, [2] 
describes the approach to availability evaluation 
based on the fact that the failure of hosts (clients or 
servers), the network equipment and communication 
lines can influence the value of connectivity and, 
thus, reduce probability of access of client nodes to 
services, and also with the fact that availability of 
nodes depends on availability of their neighbors. 
Authors of [3] laid down two conditions of service 
availability: all possible source-destination pairs are 
connected at least by one route; substantial decrease 
in a traffic speed (higher than 50%) happens no 
more than for 10 minutes. 

One key factor defining relevance of the existing 
availability control problem is the fact that in the 
conditions of globalization the attacks on 
telecommunication resources by different types of 
adversaries (e.g. competitors, criminals) became 
frequent. The set of “noises” – the destabilizing 
factors exerting impact on information availability 
does not fit only into classes of failures and errors of 
the hardware, software and operators; therefore, the 
process of ensuring information availability has to 
be continuous and managed. 

Software-defined networking (SDN) promises to 
improve the programmability and flexibility of 
networks, but it may bring also new challenges that 
need to be explored. Authors of [4] report on a 
research into the availability of software-defined 
networks. A two-level modelling approach is used to 
evaluate the availability of the studied scenarios. 
Their results show how network operators can use 
the approach to find the optimal cost implied by the 
connectivity of the SDN control platform by keeping 
high levels of availability. 

The problem of availability holds particularly for 
the Internet of things (IoT). The IoT is increasingly 
used for safety-critical applications such as smart 
factories or networked cars, where a failure of the 
IoT may lead to catastrophic consequences. The IoT 
is therefore in urgent need of dependability, where 
reliability, availability, and security properties can 
be guaranteed even in under deliberate attacks [5]. 

The analysis of works on the research topic [6-9] 
showed that modern sources interpret the notion of 
accessibility with regard to technical systems and 
networks, in particular, very differently. Almost 
everyone relies on such an abstract characteristic as 
“idle time”. In our opinion, an approach is needed 
that would describe the mechanism for determining 
the quantitative value of the availability not only of 
the nodes of the network, but of the entire 
infrastructure in general at any given time. That is 

why the first step was to introduce our own criterion 
of network availability. It includes the concept of 
network availability, as well as the developed 
methodology for calculating the availability of the 
network and its components. 

The “end-to-end” approach for network 
availability estimation that is quite similar to the one 
presented in this paper can be found in [10]. The 
authors of [10] posit that telecommunications 
networks need to guarantee that all node pairs 
involved in critical service communications are 
highly available. They adopt an approach to the 
problem of how to provide high levels of availability 
in an efficient manner. The basic idea is to embed at 
the physical layer a high availability set of links and 
nodes (termed the spine) in the network topology to 
support protection and routing in providing end-to-
end availability. 

Within the framework of the model under study, 
the availability of communication between two 
nodes is defined as the presence of at least one 
workable path (communication channel) between 
these nodes. The communication channel will be 
considered operable if it can perform any task for a 
certain time (interval) of time from zero to t, where t 
is the directive time (the maximum specified time 
allocated for the execution of a specific task). Thus, 
we will consider that the main factor determining the 
availability of the channel is the probabilistic or 
actual time of execution of any task entrusted to this 
communication channel. For example, authors 
of [11] postulate that availability is another measure 
of statistical system performance and is indicative of 
a system’s “uptime” or available time for service 
delivery. Telecommunication contracts are made 
according to Service level agreement (SLA) in 
which performance and operational targets are 
specified. Service providers (SPs) will sign a 
contract to provide a service that has a specific 
target, that is, availability of the network or a target 
maximum downtime over a specific time interval. 
SPs must ensure that services they are providing 
should achieve the required performance target 
while customers will maintain expectations from the 
service requested. This may be because the 
fluctuation for availability depends on the set of 
factors and is reflected just in the time of the task. 
Also, the waiting time is the most understandable 
parameter for the network user. 

In connection with the above, the availability of 
the communication channel can be represented 
through directive availability and through the factual 
one. The directive availability of the communication 
channel means the probability of accomplishing the 
task through the communication channel for a period 
of time equal to the directive time (guidance time), 
or in less time. The factual availability of the 
communication channel is understood as the 
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availability of the components of the communication 
channel at the given point in time at a given level. 

Therefore, network availability is the probability 
that, given a static network topology, certain 
characteristics (network connectivity, bandwidth, 
etc.) will be maintained at an acceptable level, 
ensuring the performance of network services with 
quality not worse than specified. Here by quality we 
mean the percentage of tasks performed within an 
acceptable time (not exceeding the directive or 
guidance time) [12-14]. To simplify the model under 
study, the type of task solved within the network 
will be reduced to the possibility of establishing a 
session on the receiving node, i.e. the focus will be 
on the process of functioning of the network at the 
application level. 

Proceeding from the proposed definitions within 
the research framework, the authors put forward the 
following theses:  

 If the network carries out a task assigned to 
any communication channel for an acceptable time 
(less or equal to the directive), the channel is 
available; 

 As the waiting time increases, the factual 
availability decreases; 

 If the directive time is infinitely large, then 
at any factual time the communication channel will 
be considered available. 

 

2. THEORETICAL BACKGROUND 

Each of the network nodes has a certain number 
of edges attached to it. Their availability depends on 
the mechanisms of availability distribution on the 
node itself. Authors consider two types of such 
mechanisms: 

  node i has the availability Ai,, which is 
divided among all its outgoing edges according to 
some law, wherein the availability of the edges is 
subject to change over time;  

 node i  has the availability Ai and fixes the 
magnitude of the response of the edge, 
i.e., availability of each of its outgoing edges will be 
the same at any point in time. 

Fig. 1 shows an example of the availability of 
nodes and network edges in accordance with the 
proposed model. In the network depicted in this 
Figure, nodes 2, 3, 5 and 6 fix the probability of 
their response, and nodes 1 and 4 have a fixed 
availability, which according to some law is 
divisible between all their outgoing edges. 

Under the availability between the two nodes (i 
and j) we mean the average value of the availability 
of communication between these nodes, obtained 
taking into account all existing communication 
channels between i and j. It is the presence of 
alternative edges along which a connection can be 

formed between two non-neighboring nodes that 
determines the availability of the link – the 
probability of obtaining a response by node i from 
node j. Note that the availability value between node 
j and node i is not identical to the feedback value, 
i.e., between node i and j. Thus, in order to 
determine the availability of communication 
between two non-neighboring nodes (i and j), it is 
necessary to take into account the topology of the 
network. 

 

 

Figure 1 – Example of edge availabilities in a network 

 
We will calculate this quantity based on the 

availability of the set of edges that form the possible 
communication channel between the nodes i and j. 
In the technique of determining the availability of 
communications, we will rely on articles [15, 16], 
which describe the mechanisms for determining the 
availability of network services. 

If it is necessary to calculate the availability of a 
connection between two nodes, which is a 
consecutive connection of nodes from the source to 
the sink, then one should use the formula for 
independent events in probability theory.  

Quite often, the number of possible routes from 
one node to another exceeds one, then the total 
availability of the channel between the two nodes (i 
and j) is calculated taking into account all possible 
routes that lead from vertex i to vertex j. The first 
step is to define all possible routes between the 
vertices i and j and find their availability by the 
formula for independent probabilities. Further, the 
availability values of all found paths are summed. 
The arithmetic mean of the sum is the amount of 
availability of the link between i and j. 

Fig. 2 shows an example of calculating the 
availability of a channel between vertex 1 and 4. 
Duplex communication is not fully reflected in this 
figure, since authors only consider the channel in the 
direction from node 1 to node 4, not taking into 
account the repetition of the same vertices, because 
it reduces the availability. By the proposed method, 
we determine all channels between nodes 1 and 4:         
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���
�  ={�{�,�}, �{�,�}, �{�,�}}, ���

�  = {�{�,�}, �{�,�}},         

���
�  = {�{�,�}, �{�,�}}, ���

�  = {�{�,�}, �{�,�}, �{�,�}}. 

Further, we calculate the availability of channel 1-4 
by formula: A14 = � (�{�,�}) ∗ � ��{�,�}� ∗ � (�{�,�}) 

+ ���{�,�}� ∗ �(�{�,�}) + ���{�,�}� ∗ �(�{�,�}) + 

� ��{�,�}� ∗ ���{�,�}� ∗ �(�{�,�}) / 4. 
 

 

Figure 2 – A network with several different routes 
between two vertices 

 

As criterion of availability, we will consider 
boundary values, i.e., the minimum availability of 
network when the majority of the tasks are carried 
out via channels with the minimum availability, and 
the maximum availability of network when the 
majority of the tasks are carried out via channels 
with the maximum availability. These values will 
also show in what limits network availability can 
vary at the given topology. 

Therefore, it is necessary to define for each pair 
of nodes such a channel (virtual data link), which 
availability will be the smallest in comparison with 
other channels between these two nodes. 
Respectively, according to the same principle for 
each couple of nodes there are channels which 
availability will be the greatest. The search 
algorithm for the communication channels minimum 
and maximum on availability between nodes of a 
peer-to-peer network can be developed based on one 
of widely known algorithms for finding the shortest 
paths in the graph. 

After the minimum and maximum availability of 
channels have been estimated, it is possible to use 
the rated distance described in [17] for assessment of 
availability value for the network as a whole. This 
distance will be calculated in turn between two 
matrices: ����������  – identity matrix, i.e. with 

absolute maximum availability of all channels and 
����  (or ���� ) – a matrix with maximum (or 
minimum) availability values of channels in the 
network. 

Authors apply the mathematical tools using a 
distance concept since in spaces of any nature there 
is no addition operation, therefore statistical 
procedures cannot be based on the use of the sums. 
In space, elements of which are functions, they often 
use Kolmogorov’s distance [17]. This space of 

functions is turned into metric space, introducing the 
distance 

�� (�, �) = (∫ ��(�) − �(�)�
��

�
��)�/�, (1) 

 
where dp(x,y) – distance between functions x and y; 

x = x(t) – function determined from  ���������� ; 

у = y(t) – function determined from ����  (or 
���� ); 

t – arbitrary vector; 
p – arbitrary number (p>1). 
For simplification of (1) we can accept p = 2. Let 

us describe how to calculate distance between 
matrices using an example of finding distance 
between ����������  and  ���� in general.  

Input data: 

 n – number of nodes in a given network; 

 ���������� =  x(t) = �
1 ⋯ 1
… … …
1 ⋯ 1

� – 

identity matrix, i.e., with absolute maximum 
availability of all channels, size n*n; 

 ���� =  y(t) = �
1 ⋯ a��

… … …
a�� ⋯ 1

� – a matrix 

with availability values of channels in the network, 
size n*n; 

 � =  �

t�

…
t�

� – arbitrary vector, size n. 

 
Step 1. Multiply each matrix by t. This will result 

in vectors ����������` and ����`: 
 

����������` = �
1 ⋯ 1
… … …
1 ⋯ 1

� ∗ �

t�

…
t�

� =

=  �

t� + ⋯ + t�

…
t� + ⋯ + t�

�, 

����` = �
1 ⋯ a��

… … …
a�� ⋯ 1

� ∗ �

t�

…
t�

� =

=  �

a��t� + ⋯ + a��t�

…
a��t� + ⋯ + a��t�

�. 

 
Step 2. Find �⃑ by subtraction of  ����` from  

����������`   
 

�⃑ = �

t� + ⋯ + t�

…
t� + ⋯ + t�

� − �

a��t� + ⋯ + a��t�

…
a��t� + ⋯ + a��t�

� = 

=  �
(1 − a��)t� + ⋯ + (1 − a��)t�

…
(1 − a��)t�+ ⋯ + (1 − a��)t�

�. 

 

Step 3. Find the length of  �⃑ to get the 
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corresponding scalar value: 

�� =  �∑ ( ∑ (1 − ���) ∗  ��
�
��� )�  �

���   . 

 
Step 4. As required by (1) and by value of p=2, 

find the square of the length of �⃑: 

�� = ��∑ � ∑ (1 − ���) ∗  ��
�
��� �

�  �
��� �

�

=  

=∑ ( ∑ (1 − ���) ∗  ��
�
��� )�  �

��� . 

 
Step 5. Compute the integral of the length: 
 

� =  � …

�

�

�[�( �(1 − ���) ∗  ��

�

���

)�  ]

�

��� 

��� … ���

�

�

. 

 
Step 6. Take the square root of I and find the final 

value of the distance between matrices ����   and  
����������  : 

 

�� � ���������� , ����� = √�  as output. 

 
The same calculations by steps 1-5 are carried 

out for matrices ����������  and ����. Thus, we 

receive distance between identity matrix and 
matrices with boundary availability values of 
communication channels. This distance ranges from 
zero to infinity; therefore, it may be necessary to 
make a normalization of this value and to compare 
its values ranging from zero to one to receive 
network availability, measured as a percentage. 

 

3. EXPERIMENT 

To verify the results received using this technique 
we conducted the experiment on the virtual 
equipment in the “Cisco Packet Tracer” environment 
[18]. The experimental arrangement consisted of a 
set of the identical routers connected by DCE cables. 
Fig. 3 represents the outline of the setup. 
 

 

Figure 3 –Experimental arrangement outline 

 
Input data (availability of channels (virtual data 

links) in the network) were obtained in three stages. 
At first, we have measured the response values for 
all edges (physical data links) in network. For this 

purpose, we have initiated 2000 requests from each 
FastEthernet interface of a router towards each 
FastEthernet interface of the neighboring router by 
means of the extended traceroute command. At the 
same time, we have applied the “load” to the 
initiating node from all neighboring nodes by means 
of the extended ping command. Afterwards 
probabilities of a response of edges were calculated 
(using the directive latency period of a response for 
this network equal to 20 milliseconds). Lastly, 
availability of each edge was evaluated as a mean 
value. Table 1 contains results representing a 
connectivity matrix of the network with edge 
availability values. 

Table 1. The edge availability values determined by 
virtual equipment. 

R  1 2 3 4 5 6 
1 1 0.879 0.872 0.896 0 0 

2 0.880 1 0.866 0.869 0.868 0 

3 0.885 0.900 1 0.892 0 

4 0.87 0.849 0.865 1 0.899 0 

5 0 0.837 0 0.88 1 0.877 

6 0 0 0 0.863 1 

 
Then, using input data having been obtained 

earlier, we performed the search of the 
communication channels, maximum on availability, 
by means of modified Floyd-Warshall algorithm 
explained in [19]. Table 2 shows these theoretical 
values of channel availability.  

 

Table 2. Theoretical availability values of the 
“maximum” communication channels. 

R  1 2 3 4 5 6 

1 1 0.879 0.872 0.896 0.806 0.706 

2 0.880 1 0.866 0.86 0.868 0.761 

3 0.885 0.900 1 0.892 0.802 0.704 

4 0.869 0.849 0.865 1 0.899 0.788 

5 0.765 0.837 0.761 0.88 1 0.877 

6 0.660 0.723 0.657 0.759 0.863 1 

 
As a next step, for each communication channel 

which length exceeded one (highlighted in the dark 
color in table 2), availability was estimated using 
experimental setup. For this purpose in the 
beginning the authors configured the static route on 
a source node according to the path having been 
determined earlier by modified Floyd-Warshall's 
algorithm. Later requests from each source for a 
destination of the communication channel were 
initiated using the extended traceroute utility. At the 
same time all intermediate nodes in this channel, 
except for a destination node, were evenly loaded 
with identical number of ping-requests from the 
neighboring nodes. In case of shortage of 
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neighboring nodes or links, temporary nodes were 
added.  During the next step (similarly to input data), 
we calculated the probabilities of a response 
throughout the edges, and then an availability of 
each channel which length exceeded one. Table 3 
summarizes the results received during the 
experiment. 
 

Table 3. Experimental availability values of the 
“maximum” communication channels. 

R 1 2 3 4 5 6 

1 1 0.879 0.872 0.896 0.852 0.864 

2 0.880 1 0.866 0.86 0.868 0.828 

3 0.885 0.900 1 0.892 0.855 0.643 

4 0.869 0.849 0.865 1 0.899 0.863 

5 0.833 0.837 0.859 0.88 1 0.877 

6 0.876 0.838 0.868 0.842 0.863 1 

 
For assessment of accuracy of the data obtained 

by means of an algorithm, we take theoretical 
availability of network channels for ideal and we 
evaluate an absolute, relative and mean error in 
experimental data in relation to theoretical results. 
Mean error (an arithmetic average from relative 
errors of all channels of this network) equals 
approximately 14.5% and only 25% of total number 
of relative errors by channel considerably exceed a 
mean error. Rough rounding of mean values during 
the calculations can cause it. 

 
4. CONCLUSION AND FUTURE WORK 

We offered analytical model of evaluating 
availability of telecommunication system 
components. We also defined mechanisms for 
availability distribution between outgoing virtual 
data lines and developed a technique for assessment 
of network channel availability criterion within the 
variable topological organization. 

Authors also brought up and tested an algorithm 
that allows computing the scalar value of availability 
of network with complex topology. 

Authors assume to use results of this research as 
a background for creation of the algorithms 
automating assessment of availability to networks of 
routers with any complexity of links and any 
dynamics of their change, and creation of the 
automated tools for designing and scaling of 
telecommunication infrastructure of high-availability 
information systems. 

The aim of the future research on the topic of 
availability is to increase the efficiency of large-
scale information and telecommunication systems by 
developing new theoretical positions, models and 
algorithms for monitoring the availability of network 
devices, communication channels and other 

infrastructural components of such systems 
throughout the life cycle. 

To achieve this goal, it is necessary to solve the 
following tasks: 

– to develop new and refine existing models 
describing the functioning of the 
telecommunications infrastructure, including models 
for changing the topology of computer networks 
when scaling it, and simulating models of router-
level communication protocols; 

– formalize the availability criteria, considered as 
an essential indicator of the quality of the 
telecommunications infrastructure, and synthesize 
algorithms that allow the evaluation of these criteria 
both for individual network devices (communication 
nodes, routers, managed switches, etc.) and for 
virtual data lines, communication channels, and the 
information and telecommunication system as a 
whole; 

– to develop new and improve existing methods 
of detecting information attacks on the accessibility 
of the telecommunication system, based on new 
methods of data processing (machine synesthesia, 
cluster analysis, etc.) 

– to synthesize flow control algorithms in the 
telecommunication system (as in [20]), ensuring a 
high level of telecommunications availability in the 
context of information attacks such as “denial of 
service” and network overloads. 
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