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Abstract: This paper presents the synthesis of a controller for robot arm servo 

drive by placing the poles of the transfer function. The problem of synthesis is 

determined, based on the desired duration of the transition process, the desired 

location of the roots of the characteristic equation of closed system and space 

state variables regulator factors are found that provide the desired system 

performance. There was used Ackerman’s formula for the synthesis of regulator 

that allows for the placement of all poles of the transfer function of a closed 

system at given points of the plane of the roots of the characteristic equation. 

Synthesis by placing poles is based on the use of model automatic control system 

state variables in space. As well as there is synthesized block diagram of the 

controller for robot arm servo drive and both held it modeling in MATLAB and 

moved it in Simulink environment. Due to the stated values of transition time 

and output signal displacement that provide the allowed divergence between 

output signal and sample, proposed control system works in automatic mode. 

Copyright © Research Institute for Intelligent Computer Systems, 2020.  

All rights reserved. 

 

 

1. INTRODUCTION 

The task of creating any system of automatic 

control is to complement the controlled object with 

such external links that ensure the passage of 

processes in an object in accordance with certain 

preformulated criteria. 

The choice of these criteria is determined by the 

fact that the purpose of the functioning of the 

automatic control system is to provide at any time at 

the output of the controlled object such regulated 

value that is the closest to the given one. If this value 

is constant, then the system will be a system of 

stabilization, but when it changes over time in 

advance of a known law, then we are dealing with 

the system of software control. In cases where the 

law of change of the target value is unknown, one 

needs the tracking system using. Consequently, the 

criterion of the quality of the functioning of the 

system should reflect the degree of approaching the 

output signals to the given, taking into account the 

need to comply with certain additional requirements. 

Any real controlled dynamic object is 

characterized by certain features, the main of which 

is its inertia, when changing the input value, it has a 

transitional process. In addition, in some cases, the 

object is under the various perturbations, which 

leads to a change in the values of the original value 

at a constant value of the input. The system should 

function correctly, taking into account the effect of 

these factors. 

As it is known, the methods of synthesis of 

regulators, which today are used in the design of 

linear systems of automatic control, are based on the 

use of frequency characteristics or the root 

hodograph. These methods are convenient in 

practical use and most control systems are designed 

based on their various modifications. 

For example, the method of a root hodograph 

involves the synthesis of a regulator by placing in a 

given region of the dominant roots of the 

characteristic equation of the system, which is 

formed on the basis of the regulator and represented 

in the form of the transfer function of the object 
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model. The frequency response method uses the 

frequency characteristics of the controller and the 

object. In both cases, the requirements for the 

formed system are given indirectly – either in the 

form of a given zone of the arrangement of the roots 

of the characteristic equation, or in the form of the 

desired frequency characteristic [1–7]. 

Concerning the nonlinear dynamical systems, it 

is difficult to construct an analytical model in this 

case, so it is expedient to use a method that provides 

the capability of automatically building up the 

necessary models. This method is based on using 

artificial neural network [8–16] as a universal 

approximating device, which in the process of 

training based on defined sequences, can 

accommodate to the input data in order to get at the 

output of the network the values as close as possible 

to the related output signals given in the form of the 

objective function. 

 

2. TASK SOLUTION 

The traditional classical method of studying the 

dynamics of automatic control systems is that the 

equations of the links of the system form a general 

structural diagram of the system and determine the 

overall transfer function of a closed system, which 

connects the input and output quantities. One 

general differential equation of the n-th order closed 

system can be obtained from the transfer function. 

However, the behavior of the system over time can 

be characterized not only by the initial value of the 

system, but also by the intermediate variables in the 

system chain, whose number is equal to the order of 

the system n. These intermediate variables should be 

chosen so that after setting the initial values, these n 

variables could determine the value of the output 

variable at any subsequent point in time, that is, 

determine the state of the system at any point in 

time. This n-dimensional vector of variables is 

called the state vector of the system, the whole set of 

possible values of this vector is the space of states of 

the system [3]. In the space of states, the properties 

of the control system are described not by one n-

order differential equation but by a system of n first-

order differential equations in the normal form. One 

can choose the state variables and go to the system 

of equations in the normal form in different ways. 

In recent years, considerable attention has been 

paid to the development of new methods for the 

synthesis of regulators that allow the placement of 

all poles of the transfer function of a closed system 

at given points of the plane of the roots of the 

characteristic equation. The synthesis of regulators 

using such methods involves the construction of a 

mathematical model of an object in the space of state 

variables, and the structural scheme of a closed 

system is presented in the form shown in Fig. 1. 

 

OBJECT

Kn

K2

+ У(t)U(t)r(t) = 0

-
- -

X1(t)….. X2(t)Xn(t)

K1

Figure 1 – Structural scheme of the system based on 

the location of the poles 

 
Since in our case the zero signal is fed to the 

system's input, its purpose is to maintain the original 

output equal to zero. In real conditions, the system is 

affected by external perturbations, the effect of 

which leads to a deviation of the output value from 

zero. The purpose of feedback is the return of the 

output value and all the variables of the state to zero 

by the corresponding influences whose action is 

formed by a synthesized regulator based on the 

chosen control law. 

Consider a synthesis method known as the 

placement method or the pole assignment. This 

method is similar to a root hodograph synthesis 

method, the use of which allows us to place the 

individual poles of the closed-loop transfer function 

at predetermined points. The method using modern 

control theory [2] allows us to realize the given 

position of all poles of the closed-loop transfer 

function at given points, whereas the root-hodograph 

method provides for the placement of only two 

dominant poles at given points. The peculiarity of 

the method is that the placement of all poles of the 

transfer function at a given point requires the 

measurement of all the variables that characterize 

the flow of the process in the object. In practice, due 

to the complexity or lack of suitable converters, not 

all the variables necessary for the synthesis of the 

controller can be measured. In such cases, those 

variables that cannot be measured directly are 

subject to evaluation on the basis of the resulting 

measurement variables. 

Mathematical models in the form of object 

transfer functions are used in the classical synthesis 

of regulators synthesis procedures. Synthesis of the 

controller by positioning the poles involves the use 

of the object model in the space of state variables. A 

synthesis procedure for a controller based on the 

location of the poles of the closed-loop transfer 

function at given points is considered in [3]. 

The features of the synthesis of the regulator for a 

linear stationary system whose equation of object in 

the space of the state variables has the form as 

follows: 
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)()()( tButAxtx += ,                  (1) 

)()( tCxty = ,
            

                (2) 

 

where the vector ( )tx  is a time derivative of the 

vector of the state x(t) with dimension (n × 1); its 

components are the n-order object state variables; A 

is a matrix of coefficients with dimension (n × n); B 

is a matrix of coefficients with dimension (n × r); 

u(t) is the input vector with dimension (r × 1), the 

components of which are input object variables; y (t) 

is the output vector with dimension (p × 1), the 

components of which are the output object variables; 

C is the output matrix with dimension (p × n). 

The control law is determined by the equation as 

follows: 

 

)].([)( txftu =                      (3) 

 

In the synthesis of the regulator by the method of 

placement of the poles at given points of the plane of 

the roots, the law of control is given in the following 

form: 

 

).()( tKxtu −=                               (4) 

 
Substituting (4) into (1), we obtain as follows: 

 

)()()()()()( txAtxBKAtBKxtAxtx f=−=−= , (5) 

 

where )( BKAAf −=  is the matrix of coefficients of 

a closed system. 

The characteristic equation of a closed system is 

written as follows: 

 

0=+−=− BKAsIAsI f ,            (6) 

 

where s  is the Laplace operator and I is the unit 

matrix. 

Assume that under the conditions of synthesis, 

the roots of the characteristic equation of the system 

should be equal to п21  −−− ,...,, . The desired 

characteristic equation of the system is written as 

follows: 

 

( )
( )( ) ( ) 0...

...

21

01
1

1

=+++=

=++++= −
−

n

n
n

n
c

sss

asasass




.            (7) 

 

In accordance with the procedure of synthesis by 

placing poles, it is necessary to find a matrix such as 

that the expressions (6) and (7) become equal. That 

is as follows 

 

01
1

1 ...  ++++=+− −
− sssBKAsI n

n
n .  (8) 

The equation (8) contains n  unknowns

( )n21 KKK ,...,, . Equating in this equation 

coefficients at the same degrees s , it is obtained n  

linear algebraic equations for n  unknowns. Having 

solved these equations, one finds the elements of the 

matrix K . 

Ackerman [17] proposed a formula for 

calculating the elements of the matrix K , which 

satisfies the equation (8). This formula is based on 

the transformation of similarity, which translates a 

given model of an arbitrary structure into a 

canonical form of controllability, and then, using (7) 

and (8), unknown coefficients of iK  are determined. 

Then the resulting solution is recalculated in relation 

to the original structure. These actions are performed 

using the following Ackerman formula: 

 

   ( )ABABAABBK c
nn 12...10...00 −−= ,     (9) 

 

where ( )Ac  is a matrix polynomial formed by 

using the coefficients of the desired characteristic 

equation with ( )sc , that is, 

 

IaAaAaAAa n
n

n
c 01

1
1 ...)( ++++= −
− .    (10) 

 

Most industrial robots have hydraulic, electrical 

or pneumatic actuators. Electric actuators are often 

equipped with DC motors with independent 

excitation at each link. As a rule, DC motors are 

motors with permanent magnet, anchor excitation 

and continuous rotation of the output shaft. They are 

characterized by high power, smooth running, the 

ability to work at low speeds, the linearity of the 

load characteristics and a small time constant. The 

use of constant magnetic field and direct current 

energy provides maximum momentum with minimal 

energy consumed for power and minimal weight. 

These parameters also reduce the inductance of the 

motor and, accordingly, the steady-state value 

caused by electrical interactions. So, let us consider 

the method of a single link robot the transfer 

function obtaining, which can be used in the 

synthesis of proportional-integral controller. In the 

analysis, one unit of work is treated as a linear 

continuous system to which the Laplace transform 

method can be used to simplify the calculations. It 

was taken a DC motor with control in the anchor 

link circuit. 

The load link (robot arm) is connected to the 

output shaft of the engine by a gearbox (Fig. 2), 

forming a mechanical transmission system [20]. 

The gear ratio n is proportional to the ratio of the 

teeth (radii) of the interacting gears of the inner and 

outer gearboxes, and since the joint movement of the 

gearboxes in their interaction is the same. 
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Figure 2 – The scheme of a torque from the motor to 

loading transmission 

 

Hence the relationship between the angular 

displacements (in radians) of the motor shaft θm  and 

the load shaft θL is as follows: 

 

θL(t)= nθm(t).                       (11). 

 

After double differentiation of expression (11) 

one obtains the following: 

 

)()( tnt mL   =                    (12) 

)()( tnt mL   = .                   (13) 

 

The motor torque on its shaft is equal to 

 

)()()( tftJt mmmmm   +=           (14) 

 

and the load moment reduced to the load shaft is 

equal to 

 

)()()( tftJt LLLLL   += ,          (15) 

 

where, Jm and JL is the moment of inertia (N m s2 / 

rad) of the motor reduced to the motor shaft and the 

load reduced to the load shaft, respectively; fm and fL 

is the coefficient of viscous friction (N m s / rad) of 

the motor, reduced to the motor shaft and the load, 

respectively, reduced to the load shaft. 

According to the law of the energy conservation, 

the work performed by the load reduced to the shaft 

equal to τLθL must be the same as the work reduced 

to the motor shaft equal to τL
*θm. On this basis, one 

obtains as follows: 

 

)(
)(

)()(
)(* tn

t

tt
t L

m

LL
L 




 == .         (16) 

 

Given equations (12), (13), and (15) one obtains 

as follows: 

 

 )()()( 2* tftJnt LmLL   += .            (17) 

 

Since the load is connected to an external 

gearbox, the moment created at the output shaft of 

the motor is equal to the sum of the moments of the 

motor τm(t) and the load reduced to the motor shaft is 

as follows: 

 

τ(t) = τm(t) + τL
*(t).                 (18) 

 

Using equations (14) and (17), the expression for 

the moment created at the output shaft of the motor 

is as follows: 

 

)()()()(

)()()()()(

2

2*

tftJtfnf

tJnJttt

meffmeffmLm

mLmLm









+=++

++=+=
,   (19) 

 

where Lmeff JnJJ 2+=  and Lmeff fnff 2+=  is the 

total effective moment of inertia of the motor and 

load and the total coefficient of friction of motor 

viscosity and load, respectively, reduced to the shaft 

of the motor. 

Based on the above results, it is possible [20] to 

determine the transfer function of a single link 

system (Fig. 3). 
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Figure 3 – Equivalent circuit of an electric drive with a 

DC motor and a control in the anchor circle 

 

Since the torque on the motor shaft is linearly 

dependent on the anchor current and independent on 

speed and angular position, one obtains  the 

following: 

 

)()( tіKt aa= ,                     (20) 

 

where Кa is the coefficient of proportionality having 

the dimension [N m / A]. 

Using Kirchhoff's law for the anchor circuit, one 

obtains the following: 

 

)(
)(

)()( te
dt

tdi
LtiRtV b

a
aaaa ++= ,     (21) 

)()( =(t)eb tKt mb
= ,                  (22) 

 

where eb is the electromotive force proportional to 

the angular velocity of the motor and Kb is a 

coefficient of proportionality having the dimension 

[V s / rad]. 
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Performing the Laplace transform over the 

obtained equations and solving them with respect to 

Ia(s), one obtains as follows: 

 

 
)( K s -(s)V

=(s)I mba
a

aa sLR

s

+


.         (23) 

 

As a result of the Laplace transform above 

equation (17) one obtains as follows: 

 

)()()( 2 ssfsJssT meffmeff  += .        (24) 

 

Performing the Laplace transform over equation 

(20) and substituting the value Ia(s) from equation 

(23), one obtains as follows: 

 










+

−
==

aa

mba
aaa

sLR

ssKsV
KsIKsT

)()(
)()(


. (25) 

 

Equating (24) and (25) and grouping the 

corresponding terms, the transfer function from the 

anchor voltage to the angular displacement of the 

motor shaft is written in the following form: 

 

])([)(

)(
2

baeffaeffaeffaeff

a

a

m

KKfRsJRfLJss

K

sV

s

++++
=


(26) 

 

The block diagram (Fig. 2) is prepared according 

to the transfer function (26). 
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Figure 4 – Structural diagram of one robot link after 

the angle 

 

To synthesize the controller, it is necessary to set 

the numerical values of the parameters of one link of 

the robot [18]. Namely, motor winding resistance 

20Ra .=  [Ohm]; the inductance of the winding of 

the motor 020La .−  [Hn]; coefficient of gear ratio

10n .= ; motor inertia moment 
61031Jm −= *.  

[kg * m2]; loading inertia moment 
31060Jl −= *.  

[kg * m2]; the friction coefficient of the motor 

0Fm =  [N * m * s]; the viscous friction coefficient 

of the load 
210530Fl −= *.  [N * m * s]; coefficient 

of the motor moment transmission 
51080Ka −= *.  

[H * m / A]; coefficient of the opposite e.m.f. 
21055Kb −= *.  [V * s / rad]. 

Because of the calculations carried out, the 

transmitting function of one link after the angle (26) 

in numerical form is as follows: 

 

)(

)(

62.7526.17

79.54
)(

23 sV

s

sss
sW


 =

++
= .    (27) 

 

The mathematical model of robot link after the 

angle in the space of variables that corresponds to 

expression (27) has the following form: 

 

)()()( tButAxtx += and )()( tCxty = ;     (28) 

where           

010

001

062752617

A

.. −−

= ;             (29) 

             

0

0

1

B = ;                             (30) 

           795400C .= .                  (31) 

 

The block diagram of the system operation is 

formed (Fig. 5) when the angle in the space of the 

variables corresponds to the relation (28) – (31). 
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Figure 5 – Structural scheme of the robot arm link in 

the space of variables state 

 

Proceeding from the condition of providing a 

given width of the zone within ± 2%, a functional 

dependence between the system setup time and the 

values of the poles of the closed system was 

obtained in the following form: 

 

TsPp /15.9= .       (32) 

 

Having set the necessary values of Ts  and 

determining with the help of the relation (32) the 

value of Pp , the expanded matrices are written [19] 

taking into account the equations of the state of the 

object as follows: 
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795400Cas .= .                   (36) 

 

There is formed (Fig. 6) the block diagram of the 

servo drive of the control system of the robot arm 

link [20] in the feedback loop. 
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Figure 6 – The block diagram of the control system of 

servo-operated robot arm link in the feedback loop 

 

The transfer function of the servo control system 

of the robot arm link in the feedback loop has the 

form as follows: 

 

2111s5124s0920s237s

2111
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.
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++++
= .(37) 

 

In this case (Fig. 7), the coefficient 3K  can be 

connected in parallel to the series combination of 

integrator and linked with coefficient equal to 1nK +  

in the direct path of the controller (in Fig.5 case

][3s1Ka ), which will not change the characteristic 

equation of the system. 
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Figure 7 – Structural scheme of the control system of 

the servo-operated robot arm link in a direct path 

 

3. PROPOSED SYTHESIS METHOD 
DISCUSSION 

For nowadays, the synthesis of controller for a 

process in dynamic objects monitoring is based on 

the use of a root hodograph or frequency 

characteristics methods. 

One of the peculiarities of the root hodograph 

method is that when used, the controller synthesis is 

performed in the time domain. It requires the use of 

a mathematical model of an object with 

characteristics that are close to the characteristics of 

a real object. In some cases it is difficult for 

implementation. In addition, the scope of the root 

hodograph method is limited due to the fact that it 

provides the possibility of location in a given area of 

the complex plane only one pair of poles and in 

cases where the order of the system is higher than 

the second, it is almost impossible to influence on 

the location of the other poles. Thus, if these poles in 

the complex plane occupy positions that do not 

allow to provide the specified dynamics of the 

system, then the synthesis of the controller based on 

the root hodograph method is reduced to the use of 

trial and error. 

The controller synthesis using frequency 

characteristics is based on the use of the Nyquist 

stability criterion, which allows us to evaluate the 

stability of a closed system by its frequency 

characteristics when open. For the synthesis of the 

controller using frequency characteristics, the basic 

dynamic parameters of the system, in particular, the 

transmission coefficient of the open system, the 

margin of stability in the phase, or the frequency 

bandwidth, the time of installation, the efficiency of 

a disturbance compensation, etc., must be pre-set. 

When using frequency methods the insensitivity of a 
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closed system characteristics to change its 

parameters can be to some extent ensured, which is 

essential for control systems with pronounced 

nonlinearities, the presence of which significantly 

complicates the process of controller synthesis. It 

should be noted that frequency methods involve the 

transition from the time domain of signal 

representation to the frequency with the subsequent 

procedure of controller synthesis, which 

significantly complicates the possibility of direct 

estimation of temporal characteristics of the system 

and, as a consequence, the choice of effective ways 

of their improvement. 

In recent years, certain methods of synthesis of 

controllers, the implementation of which involves 

the possibility of placing all the poles of the transfer 

function of a closed system at specified points of a 

complex plane, have acquired certain development. 

The use of these methods requires the availability of 

information about all object state variables, 

measurement of which is not always possible due to 

the complexity of access to them, or the lack of 

appropriate measurement converters, estimates of 

data on variables that can be directly measured. 

In order to accomplish the implementation task, it 

is necessary that the system model conforms to the 

canonical control form with characteristic equation 

(7). This requirement is difficult to fulfill because 

the state variables in such a model do not usually 

correspond to the state variables of the real system 

and therefore are not the values that should reflect 

the physical side of the processes occurring in the 

real system. In addition, in the general case, the state 

variables of the system, which is presented in the 

canonical form of control, may not be available for 

measurement. Using the Ackermann formula [17] 

based on the transformation of similarity translates a 

given model of an arbitrary structure into a 

canonical form of controllability, after which 

elements of the matrix K are determined by means 

of relations as follows: 

 

Ki = ai-1 – ai-1,  i = 1, 2, … n.            (38) 

 

The obtained solution is then converted back to 

its primary structure. 

It should be noted that controlling the system 

state variables that are derived from the measurable 

state variables can cause considerable difficulty. 

Since the measured state variables values can vary in 

one direction, and the values of the calculated 

variables in the opposite direction. Therefore, if a 

calculated value is used to implement the control 

process, the state of the system then becomes 

inefficient, in particular, the system may become 

unstable, or it may significantly reduce the margin of 

safety. 
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Figure 6 – Structural scheme of the control system of the servo-operated robot hand in the SIMULINK 

environment 
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4. CONTROL SYSTEM SIMULATIONS 

The block diagram of a control system of a robot 

hand servo drive in the SIMULINK environment 

[21–24] at the input step function acting, as well as 

when connecting to the input and output of the 

object of disturbing factors at the zero input signal is 

shown in Fig. 6.The environment covers the models 

of the robot's link both in the form of the transfer 

function and in the space of the state variables; the 

reference model and models of control system of the 

robot hand-arm of two types, namely, with the 

placing of the link with the coefficient s1Ka  both in 

the circle of feedback, and in the direct path of the 

regulator. Transition functions for two 

implementations of the system with the inclusion of 

the link with coefficient s1Ka  both in the feedback 

loop and in the direct path are shown in Fig. 7. 

 

 
 

Figure 7 – Transitional characteristics of two 

implementations of the regulator by a servo-drive of 

an arm of a robot (curve 1 – the link with coefficient 

s1Ka  is in the direct path; curve 2 – the link with 

coefficient s1Ka  is in the feedback loop) 

 

With the using transfer function )(sW2 , the 

reaction of the system is faster because the input 

signal in the form of a step function is directly 

brought to the input of the object (electric motor). In 

the case of the implementation of the transfer 

function )(sW1 , the step function is integrated; 

resulting in a sharp change in the input signal  

approximated by a linear function. 

 

5. CONCLUSIONS 

The peculiarities of constructing a mathematical 

model of one link of a robot's arm using MATLAB 

software package were considered. The synthesis of 

the regulator by a servo-drive of a robot arm was 

carried out by the method of placement of poles at 

given points of the complex plane. Synthesis was 

carried out for two implementations of the controller 

– with the inclusion of the link with coefficient 

s1Ka  both in the feedback loop circle and in the 

direct path of the system. 

The simulation was carried out in SIMULINK 

environment at the input to the system of a single 

step (jump-like) function, as well as when 

connecting to the input and output of the object of 

disturbing factors at a zero signal at the input of the 

system. Both the implementation of the system, as in 

the introduction of s1Ka  into the feedback loop and 

with the inclusion of s1Ka  in a direct path, can be 

used in practice, but the first of them is appropriate 

to apply when it is not desirable to expose object of 

impact on the side of the jump effects of the input 

signal. 

Due to the stated values of transition time and 

output signal displacement that provide the allowed 

divergence between output signal and sample 

proposed, the control system works in automatic 

mode. 
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