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Abstract: This paper describes the experimental results of neural networks application for mobile robot control on 
predetermined trajectory of the road.Theret is considered the formation process of training sets for neural network, 
their structure and simulating features. Researches have showed robust mobile robot movement on different parts of the 
road. 
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1. INTRODUCTION 
The robotic systems of the new class, with 

adaptive possibilities and artificial intelligent widely 
entered to the practical application among the 
dominate simple industrial robots, that work with 
hardly predetermined (unchanged during their 
activity) programs. The adaptive mobile robots with 
different sensing tools, sensors systems is one of the 
important components of flexible manufacturing 
systems and have the possibility to reconfigure its 
actions depending on the information received from 
the environment. Without such robots the 
robotization process is impossible in the unprofitable 
area, space, underwater and other extreme fields [5, 
10, 11]. 

One of the important tasks that arise for mobile 
robot control is the movement trough predetermined 
road [8, 11]. At that the trajectory of the road can be 
defined as a marking on the highway or the 
industrial road. The task of the robot in such case is 
to reach the end point of movement going through 
the predetermined trajectory. Such approach allows 
creating the cheap autonomous systems, which can 
be widely implemented in industry. Therefore, 
development of the approach to the control by the 
mobile robot movements through the predetermined 
trajectory is topical. 

In this paper it is considered the system for 
control by the mobile robot movements through the 
predetermined trajectory using neural networks. The 
neural networks are able to train, organize the self-
structure and update to the changes in the 
environment instead of existing mathematical 

methods [2, 3, 11]. However a special formation 
procedure of training set for training process is 
needed for using of neural networks that is 
considered below. 

 
2. FORMATION OF TRAINING SET  

For training of neural network it is necessary to 
form a training set. For this one the training vectors 
were created that describe the most typical parts of 
the road trajectory. The target vector has to 
correspond to the desired direction of robot 
movement. The process of training set formation for 
neural network is shown on Fig. 1  
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Fig. 1 - a) The input matrix of camera readings; b) output 

 
The process of input values formation of training 

set for neural network is provided on the bases of 
one row of binary matrix: 
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where і – is a row of binary matrix of the camera, L 
–is a horizontal size of matrix of the camera. 

Finally the input vector of neural network can be 
expressed as: 
 

{ } T
NxxX K1= , 

 
where N – is a number of input neurons of neural 
network 

The output vector for training set can be 
expressed as: 
 

{ }MyyY K1= , 
 
where М – is a number of output neurons of neural 
network. 

Thus, the training set is represented by the sets of 
input and output vectors: 
 

{ }kkYXYXYXTS K2211 ,= , 
 
where k – is a dimension of training set. 

The back propagation algorithm is used for the 
training of neural network [1, 4, 6, 9] that is 
considered in the next section of the paper. 

 
3. STRUCTURE OF NEURAL NETWORK 

For formation of mobile robot movement 
direction three-layer neural networks are used with 
feed forward links. Its architecture is shown on 
Fig.2. 

The input layer consists of N=25 neural elements. 
The input vectors X

r
 are the entrance for this layer. 

The hidden layer of neural network consists of H=10 
and the output layer consists of M=13 output 
neurons. The number of hidden layers neurons is 
based on the results of previous researches. Each 
output neuron of the neural network has determined 
direction of robot movement. In each moment of 
time there is only one active neural element on the 
output of neural network, which determine of the 
current direction of the robot movement.  
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Fig.2 - Architecture of neural 
network. 

 
 

The output value of j-neuron of the output layer 
is: 
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where F – is the nonlinear transformation function; 
Sj – is the weighted sum of j- neuron of output 
layer; yi – is the output value of і-neuron of penult 

layer; wij  and  Tj  -  are the weight and the threshold 
of j- neuron of output layer correspondingly. 

The output value of the neuron of hidden layer 
is: 
 

),( ii SFy =    (3) 
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The nonlinear transformation function is used as 

the sigmoid activation function: 
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where с>0 – is the constant coefficient, which 
characterize the width of sigmoid activation 
function on abscissa axis. 

The back propagation algorithm consists of the 
following steps [1, 11]: 
1. Set the adaptive learning rate α  )10( << α  and 

minimal sum-squared error Еm, which is 
necessary to achieve at training. 

2. Initialize the weight factors and thresholds of 
neural network by a random law. 

3. Sequentially enter of training vectors to the 
input of neural network. At that for each 
training vectors execute the following steps: 

а) execute the phase of straight propagation of 
training vectors through the neural network 
according to (1-5). 
b) execute the phase of back propagation of 

vectors. As the result is determined error γj of 
neural elements of all layer of neural network: 
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i
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In the last expression index i characterize of 
neural elements of next layer in corresponding 
with the layer j. 

c) for each layer of neural network change the 
weights and thresholds of neural elements: 

 

).(')()1(

,)(')()1(

jSFjtjTtjT
iyjSFjtijtij

αγ

αγωω

+=+

−=+
 

 
4. Calculate the summary mean-square error of 

neural network: 
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where k  – is the dimension of training sets. 

5. If E>Em then go to step 3 of the algorithm. 
Otherwise the algorithm of back propagation 
error is finished. 
This algorithm is functioning until summary 

mean-square error of neural networks is more than 
determined error E>Em. 
 

 

4. EXPERIMENTAL RESEARCHES 
For the experimental researches the common 

structure of mobile robot control is defined (Fig. 3). 
The mobile robot is equipped by the video camera 
assigned for depicting of the predetermined 
trajectory of the road. The unit of image processing 
provides transformation of the images from the 
video camera to the binary matrix. 

The unit of movement direction observation 
provides the transformation of binary matrix to the 
input vector X, which is entered to the input of multi 
layer forward neural network for receiving of output 
vector. Such vector forms the movement direction 
of the robot in every moment of time. Then it is 
inputted to the controller of the robot. 
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Fig. 3 - Structure of systems for mobile robot control.

During simulation of such system 5x5 binary matrix 
was used. For the experiments the software was 
designed using the Matlab 6 tools for simulating of 
neural network and mobile robot movement [7]. 

For reaching of mean square error 10-5 training 
process of neural network was 467 iterations. In 
generally the mean square error of neural network 
10-5 was reached for the 400-1200 iterations on 
average during the experiments. 

The diagram of mean square error of neural 
network is shown on Fig. 4. 

 

Fig. 4 - Mean square error of training process 
of  neural network. 
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Simulation of mobile robot movement was 
executed through randomly generated binary road. 
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Such road can be simulated by the marking on the 
highway or benchmark on the industry road. 

During simulating of mobile robot movement 
there was explored that the set of typical directions 
of robot movement, formed on the stage of training 
set formation in the section 2 of this paper is 
insufficient for the robust robot movement through 
the predetermined trajectory. The robot significantly 
deviated from the predetermined trajectory on some 
parts of the road (Fig. 5).  
 

 

Fig. 5 - Visual interpretation of the robot significant 
deviation from the predefined trajectory a) predefined 

trajectory of robot movement; b) the trajectory of 
robot movement. 

a) 

b) 

Therefore adaptation of neural network to unstable 
parts of the road was realized. At that the training 
set was formed for each part of the road. It 
determines correct movement direction of mobile 
robot (Fig. 6). 

 

Fig. 6 - The formation of robot movement 
directions for part of the way. 

 
This one allowed forming the optimal set of 

training vectors, for providing of robust robot 
movement on the different parts of the road. 

Computer modeling shows (Fig. 7) that designed 
neural system provides robust control by mobile 

robot movement in different trajectories with 
different turning angles. Robot is returned on 
predetermined road even in the case of deviation 
from the predetermined trajectory of road in vision 
bound of video camera. This process was caused by 
generalization facilities of neural network in the 
unknown trajectory types, which was absent in 
training set. As shown on Fig. 7 robot movement 
was performed not strongly using generated 
trajectory. Mobile robot movement was caused by 
generalized marking trend on some parts of the road, 
despite of insignificant marking deformation. It 
allows reducing the time of robot movement on 20 
percents. Graphical representation of comparative 
error of deviation of robot movement from given 
trajectory is shown on Fig. 8. As we can see from 
the diagram comparative error is 4% on average. 
Larger values of comparative error from 
predetermined trajectory were compensated by 
neural network during robot movement. 

 

Fig.7 - Simulating of mobile robot movement trough  
predefined trajectory. 
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Fig. 8 - Comparative error of mobile robot deviation 
from the predetermined trajectory. 
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5. CONCLUSION 
In this paper the application of neural networks 

for mobile robot control on predetermined trajectory 
is presented. The neural network structure was 
designed, training set for learning of neural network 
was formed and software for modeling mobile robot 
movement was developed during researches. 
Investigations showed robust mobile robot 
movement on different parts of the road. The 
comparative error of deviation of robot movement 
from predetermined road is 4% on average. 

Also the robot movement is performed on 
general trend direction of the road, instead through 
deviation of movement trajectory that allows 
reducing a movement time on 20%. Robot 
movement time reduction is important for solving 
tasks of carriage delivering in continuous flexible 
industry (conveyor manufacture), in the spheres 
exacting to time delaying, where mobile robots are 
widely implemented. 
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