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Abstract: This paper proposes a new and efficient hybrid heuristic scheme for solving job-shop scheduling problems 
(JSP).  A new and efficient population initialization and local search concept, based on genetic algorithms, is 
introduced to search the solution space and to determine the global minimum solution to the JSP problem.  Simulated 
results imply that the proposed novel JSP method (called the PLGA algorithm) outperforms several currently used 
approaches.  This investigation also considers a real-life job-shop scheduling system design, which optimizes the 
performance of the job-shop scheduling system subject to a required service level.  Simulation results demonstrate that 
the proposed method is very efficient and potentially useful in solving job-shop scheduling problems. 
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1. INTRODUCTION 
Most scheduling problems are NP-hard; the time 

required to solve the problem optimally, increases 
exponentially with the size of the problem.  The 
job-shop scheduling problem (JSP) is one of the 
most extensively-studied problems in combinatorial 
optimization.  The problem may be described as 
follows: n different jobs are to be scheduled on m 
different machines.  Each job involves a set of 
operations, which are performed on the machines in 
a prespecified order.  Each operation is specified by 
the required machine and the fixed processing time.  
A number of constraints apply to the jobs and 
machines [26], [34]: (a) a job does not visit the same 
machines twice; (b) no precedence constraints are 
imposed among the order of different jobs; (c) an 
operation cannot be interrupted; (d) each machine 
can process only one job at a time; (e) neither 
release times nor due dates are specified. 

The problem is to determine the order in which 
the jobs should be completed on the machines to 
minimize the makespan, which is the time required 
to complete all jobs.  This problem has important 
applications, and a number of heuristic algorithms 
have been proposed to determine relatively good 
solutions to the JSP in polynomial time.  They 
include simulated annealing (SA)[20], [28], Tabu 
Search [6], [17], [23], ant system (AS) [5], neural 

network (NN)[30], genetic algorithm (GA)[1]-[3], 
[4], [7]-[11], [12]-[19], [21]-[22], [24]-[27], 
[29]-[34], and others.  Simulated annealing is used 
to model crystallization in thermal physics.  The 
ant system involves a set of cooperating agents 
called ants, which utilize communication indirectly, 
by a method mediated by a pheromone.  GA 
involves the natural selection of chromosomes.  GA 
is known as one of the most efficient algorithms for 
solving the TSP (traveling salesman problem) and 
JSP.  

 
2.  THE HYBRID OPTIMIZATION 

STRATEGY FOR JOB-SHOP 
SCHEDULING PROBLEM 

The GA mechanism is not governed by the 
utilization of differential equations, and nor does it 
behave like a continuous function.  However, the 
GA mechanism does have the unique ability to 
identify and optimize a solution for a complex 
system, where other mathematical oriented 
techniques may fail to compile the necessary design 
specifications.  Because of its evolutionary nature, 
a standard GA may not be flexible enough for 
practical applications, and consultation with 
engineers is necessary whenever a GA is applied.  
This becomes increasingly apparent when the 
problem is complicated, and involves conflict and  
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Fig. 1 - The outline of our proposed PLGA approach. 
 
multi-tasking.  Local search involves moving from 
a solution to another one in its neighborhood, by 
following many well-defined rules.  The 
complementary strengths of GA and local search are 
such that a hybrid framework of GA and the local 
search can achieve more efficient optimization than 
GA alone and relax the dependence on parameters.  
This work presents some improvements in solving 
the job-shop problem obtained by taking a heuristic 
A method for combining other different search 
approaches is also provided.  Fig. 1 shows the 

outline of our proposed PLGA approach, while Fig. 
2 and 3 depict the algorithm of population 
initialization and local search, respectively. .  
 
 
 
 
 
 
 
 

 

Fig. 2 - The algorithm of population initialization. 

 
 
 
 
 
 
 
 
 
 

 

 

 

 
 
 
 
 
 
 
 
 
 

Fig. 3 - The algorithm of local search. 

The mechanisms of traditional genetic algorithms 
are similar as illustrated in the following steps:  
Step1: Initial a population of chromosomes 
(solutions) 
Step2: Evaluate the fitness of all chromosomes  

Procedure: local search
Begin 
 Select one chromosome (s) from population 

randomly;  
 Evaluate this chromosome (s);  
  For i=0 to code_size-1 
    For j=i+1 to code_size 

If (s [i]! =s [j]) // the value of position is not the 
same; 

     { 
       Exchange the position of i and j 

temporarily;  
       Evaluate the new chromosome (n); 
       If (the new chromosome’s (n) fitness value 

is better than old chromosome’s (s) 
fitness value) 

{ 
Keep the position of i and j in memory 

but do not exchange them presently; 
Update the old chromosome’s (s) fitness 

value as the new chromosome’s 
fitness value; 

} 
       If (the new chromosome’s (n) fitness value 

is the same with old chromosome’s 
(s) fitness value) 

       {Exchange the position of i and j 
immediately;}  

     } 
    End For 
  End For 
 Exchange the position of i and j in memory;  
End

Procedure: population initialization 
Begin 
 Select the first job into the first position randomly; 
 For i = 0 to code_size(n)  // n: the length of 

chromosome 
  For j=0 to job_size(m)  // m: the number of jobs 
   Insert job j that has not inserted into the 

chromosome temporarily; 
   Evaluate the fitness value of this complete 

chromosome so far; 
   Keep the fitness value in memory; 
  End For 
  Evaluate the best fitness value from the memory 

to get this job into position (i) 

sga


sga
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Step3: Select fitter chromosome for reproduction 
Step4: Perform crossover operator on a pair 

chromosome 
Step5: Perform mutation operator on a chromosome 
Step6: If a stopping criterion is satisfied, then stop 

and output the best chromosome (solution); 
if not, got to Step2 

＊ Stopping criterion is mean maximum number of 
generations exceeded or convergence achieved. 
 

3.  COMPUTATIONAL RESULTS 
In order to test the performances of our hybrid 

optimization strategy, some benchmark instances 
with different scale are selected and examined.  
These instances also are widely utilized in literatures 
[8], [13], [27] and are available from an anonymous 
ftp site ftp://mscmga.ms.ic.ac.uk/pub/jobshop1.txt. 
The experiments were conducted on a Pentium Ⅳ
-1.7G with 2G RAM using C++ running on 
windows 2000 operating system.  Meanwhile, we 
set Pc (crossover rate) and Pm (mutation rate) as 
shown in Table 2, Table 3, and Table 4, and each 
instance is randomly run 30 times for each algorithm.  
Table 1 indicates several different strategies for our 
proposed PLGA approach.  Notably, MGA_1 uses 
random initialization and elitist strategy [26]; 
MGA_2 uses Population Initialization, elitist 
strategy [26]; MGA_3 uses random initialization, 
elitist strategy [26], and Local Search; while 
MGA_4 uses 50% random initialization+50% 
Population Initialization, Local Search, and elitist 
strategy [26].  Fig. 4 reveals structure of our PLGA 
system, while Fig. 5 shows the viewer of our system 
for job-shop scheduling (an instance of optimum for 
10 x10 FT).  Moreover, Table 5 and Table 6 

indicate simulation results of GA [33], GA+MGA_1, 
GA+MGA_2, GA+MGA_3, and GA+MGA_4 for 
10x10FT (optimal: 930) and 20x5FT (optimal: 1165), 
respectively.  In Table 5 and Table 6, the proposed 
methods (four different strategies) can obtain better 
solutions than GA [33] does for 10x10FT and 
20x5FT.  Table 7 and Table 8 depict comparisons 
of the best performance between our GA (PLGA; 
MGA_4) and some literature results [18], [19], 
respectively.  Such a result already demonstrated its 
effectiveness in finding good solutions.  To the best 
of our knowledge and simulation results [1]-[34], 
our proposed approach clearly outperforms the 
already existing algorithms in most of job-shop 
scheduling problem.  Due to the limitation of paper 
length, we cannot list all comparisons of 
performance with the already existing methods.  In 
sum, the results reveal that the proposed algorithm is, 
indeed, a good method for solving the job-shop 
scheduling problem. 

GA operator using 
C++ language

Output Data

VB viewer for 
Scheduling table

 
Fig. 4 - Structure of our PLGA system. 

 

 

(an instance of optimum for 10 x10 FT). 

Table 1. Several different strategies  

MGA_1 random initialization, elitist strategy [26] 

MGA_2 Population Initialization, elitist strategy [26] 

MGA_3 random initialization, elitist strategy [26], Local 
Search  

MGA_4 
50% random initialization+50% Population 
Initialization, 
Local Search, elitist strategy [26] 

Fig. 5 - The viewer of our system for job-shop scheduling. 
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Table 2. Crossover rates and mutation rates for FT benchmark problems 

6x6 FT & 10x10 FT  20x5 FT 
 

GA SyGA 1 SyGA 2 GA SyGA 1 SyGA 2 

Pc 0.6 0.8 0.8 0.6 1 0.6 

Pm 0.3 0.7 0.9 1 0.8 0.7 

Table 3. Crossover rates and mutation rates for LA benchmark problems 

SyGA1 LA01. LA06. LA11. LA16. LA21 SyGA1 LA26. LA31. LA36. 
Pc 0.8 Pc 1 
Pm 0.7 Pm 0.8 

Table 4. Crossover rates and mutation rates for ORB benchmark problems 

SyGA1 ORB01. ORB04 

Pc 0.8 
Pm 0.7 

Table 5. Results for 10x10FT (optimal: 930) 

 GA [33] GA +MGA_1 GA +MGA_2 GA +MGA_3 GA +MGA_4 

Best 966 950 941 930 937 

Average 993 979.8 970.05 952.4 955.65 

Std div 19.45 15.6629 15.3742 10.3842 9.75098 

 SyGA_1 [33] SYGA_1 
+MGA_1 

SyGA_1 
+MGA_2 

SyGA_1 
+MGA_3 

SyGA_1+ 
MGA_4 

Best 937 937 945 935 930 

Average 965.85 969.3 961.2 953.5 954.9 

Std div 15.85 15.8748 6.75589 12.2496 12.6876 

 SyGA_2 [33] SyGA_2 
+MGA_1 

SyGA_2 
+MGA_2 

SyGA_2 
+MGA_3 

SyGA_2 
+MGA_4 

Best 930 937 941 930 937 

Average 965.5 961.8 961.45 948.8 952.95 

Std div 17.09 14.6309 8.23647 12.9883 11.0047 

Table 6. Results for 20x5FT (optimal: 1165) 

 GA [33] GA+MGA_1 GA +MGA_2 GA +MGA_3 GA +MGA_4 

Best 1210 1197 1173 1179 1178 

Average 1251.1 1226.45 1212.2 1191.7 1191.35 

Std div 24.21 14.2366 16.3405 11.8726 8.8755 

 SyGA_1 [33] SyGA_1+MGA_1 SyGA_1+MGA_2 SyGA_1+MGA_3 SyGA_1+MGA_4 

Best 1189 1203 1176 1178 1175 
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Average 1214.9 1226.8 1202.8 1195.7 1192.8 

Std div 15.51 16.1916 15.9427 13.654 13.7596 

 SyGA_2 [33] SyGA_2+MGA_1 SyGA_2+ MGA_2 SyGA_2+MGA_3 SyGA_2+MGA_4 

Best 1178 1193 1177 1178 1173 

Average 1233.75 1223.35 1199.6 1197.05 1190.3 

Std div 23.24 21.4114 13.382 10.7971 11.6533 

Table 7. Comparisons of the best performance between our GA (PLGA) and some literature results [18] 

Problem Job,Machine 
Best 

known PLGA
GA [18] 

best 
SA [28] 

best 
TS [6] 
best 

GA [11] 
best 

SB [4] 
best 

MT06 6,6 55 55 55 55 55 55 55 
LA01 10,5 666 666 666 666 666 666 666 
LA06 15,5 926 926 926 926 926 926 926 
LA11 20,5 1222 1222 1222 1222 1222 1222 1222 
MT10 10,10 930 930 930 930 935 945 930 
MT20 20,5 1165 1173 1165 1165 1165 1178 1178 
LA16 10,10 945 945 945 956 945 979 978 
LA21 15,10 1046 1051 1058 1063 1048 1097 1084 
LA26 20,10 1218 1218 1218 1218 1218 1231 1224 
LA31 30,10 1784 1784 1784 1784 1784 1784 1784 
LA36 15,15 1268 1279 1292 1293 1278 1305 1305 

Table 8. Comparisons of the best performance between our GA (PLGA) with MGA, SA, GA from [19] 

Problem Job, Machine Best known PLGA MGA best SA best GA best 
MT06 6,6 55 55 55 55 55 
MT10 10,10 930 930 930 939 997 
MT20 20,5 1165 1173 1165 1227 1247 
LA01 10,5 666 666 666 666 666 
LA06 15,5 926 926 926 926 926 
LA11 20,5 1222 1222 1222 1222 1222 
LA16 10,10 945 945 945 979 979 
LA21 15,10 1046 1051 1058 1083 1156 
LA26 20,10 1218 1218 1218 1253 1328 
LA31 30,10 1784 1784 1784 1784 1836 
LA36 15,15 1268 1279 1291 1321 1384 

  
4. CONCLUSIONS 

The simulation results observed in this paper 
show that our proposed PLGA algorithm can be 
applied to obtain the optimal solution or near 
optimal solution for the job-shop scheduling 
problem. 
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