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1. FORMULATION OF THE PROBLEM 
As is well-known, diversity is a method of 

solving a problem (mathematical, logical, technical 
or other) in two (A and B) different ways (paths) 
with identical input data, by virtue of which a 
criterion of the solution being perfect is the 
correspondence (in this particular case- identity) of 
the obtained output results [1]. The assumption is 
that there exist at least two ways of solving it. 

The input data (Fig.1) are processed in two ways 
(A and B) and are compared in terms of their 
correspondence. When the system performs 
perfectly well, the comparison of the obtained 
results shows a positive output (OK). That is a 
condition for the normal work of the system which 
continues until there is a failure  

Error consequences are activated with certain 
input data and flow of algorithm. If along one of the 
two ways of solving the problem (in one of the 
programs, e.g. processing A) an error or defect is 
activated, there will not be a result or the result will 
be incorrect at the respective exit. But as at the other 
channel the result is correct, the output results will 
not correspond and the agreement (OK) is removed 
from the exit. The system passes on to a mode of 
detected Failure. This event is visualized through the 
diagnostic information.  

An analogous result is obtained when a Fault is 
activated on the other program. When errors or 
defects are activated on both programs, we get 
different output vectors as the causes and the 
processing channels are different. The probability of 
getting one and the same wrong result is quite 
negligible. 
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Fig. 1 – A principle of diversity processing 

The difference between the output vectors under 
comparison is an indication that the processing is 
incorrect and the work of the system is terminated, 
we search for the cause and it is removed. In this 
way; 

- we can identify errors and defects in an off-
line mode (in the testing period); 

- we can terminate producing of an incorrect 
guiding or control signal in the on-line mode 
of the Real-time Control Systems and create a 
compulsion for the removal of the causes of 
failure. 

The principle of diversity processing has long 
been known not only in scientific literature, but also 
in the practice of the Real-time Systems, used to 
control technological processes of great importance. 
In our country such systems are used in rail 
transport. 

The aim of this paper is to model diversity in 
such a way as to make it possible to determine the 
factors which influence the identification of failures. 
Then we will proceed by exploring the influence of 
the different factors and will suggest methods of 
enhancing the identifiably of failures. 
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2. AN OVERVIEW OF THE PROBLEM 

Microcomputer systems are a basic element of 
modern technologies in such important areas as 
industry, military science, nuclear power 
engineering, transport, communications, medicine, 
etc. In this case we speak about safety critical 
control systems. Some authors use the terms as 
survivable [2,3], ultrareliability[4] systems.  

The problems in the development of these 
systems arise from the tight schedules for their 
development and the requirements for reliability [5, 
6]. At the level of hardware [1,7,17,22] and software 
[2,8,9,10,11,12,14,15,16] surplus and diversity are 
the most common method of enhancing reliability. 

Avizienis and Laprie [12,13] define a few aspects 
of reliability; readiness, good working order, safety, 
confidentiality, integrity and capability to be 
maintained and upgraded. A basic approach for 
enhancing reliability, according to them, is diversity 
in the architectural system.  

Strunk [2] draws attention to the fact that the 
different variants of one and the same algorithm 
(program) must be developed independently and a 
test must be run at different stages of the algorithm 
so that the results are compared. The benefit from 
such an approach is that the errors appear in the 
different versions at different times in the running of 
the programs. Avizienis [13], Horning and  Sha[20, 
21] are of the same opinion regarding software 
diversity. 

From what we have said so far it becomes clear 
that diversity is one of the main approaches of 
enhancing the reliability of the embedded 
microprocessor systems. In spite of its indisputable 
potential, in the literature there are scanty ideas of 
quantitative evaluation and modeling of diversity 
[16, 22], hence, conclusions about its effectiveness 
(economic, technical) in their particular realizations. 
There is a difference between the two versions, yes, 
but how big is it, from what point of view, what 
metrics is used to measure it? And how does this 
difference, identified using the adopted metrics, 
affect the ability to discern (to detect) the causes of 
failure? 

An attempt for solving this scientific problem has 
been made in [1, 7, 21, 22]. We should mention, that 
in [22] a minor incorrectness is found, which affects 
the final result.  

It comes down to the following. Two types of 
failures reflecting these facts have been introduced: 

α  - failures: detectable by comparing the output 
results  

η  - failures: undetectable through comparison as 
they bring about one and the same mistakes in the 
compared results. 

The division of the failures into these two classes 

is based on the presumption that despite all attempts 
to make it complete, diversity in practice is not 
absolute. An absolute diversity would mean that the 
failures in the two versions are absolutely 
independent (uncorrelated) and that there are no 
common causes for failure along the two paths 
which will lead the same wrong result. In practice 
these causes present in the common components of 
the systems: when entering information from a 
common source, in the only comparator for 
comparing the results, in synchronizing the work 
along the two channels, in the common power 
supply and others, i.e. where incorrectness after 
failure of error is introduced in one and the same 
way in the two channels. 

On this basis in [1,7,22] a measure of diversity is 
introduced: 

ηα

α

λλ
λ
+

=Ω ,    (1) 

where ηα λλ ,  is the intensity of the two types of 
failures. If all failures are due to the same cause, for 
example if the two programming versions A and B 
are the same and the errors in the two copies of the 
single program duplicate, then the results will be 
wrong, but corresponding, and the detectability at 
comparison Ω is brought to zero. The deeper the 
diversity is the closer Ω is to one and the bigger the 
detectability of the errors and defects. Undetected, 
although detectable, will remain only failures which 
by accident cause one and the same output result 
(vector- i) from the two processings. 

 
3. MODELING DIVERSITY 

In the context of probability logic we can assume 
that there will be inability to identify the failure in 
two cases: 

1. If aα  and bα accidentally cause one and the 
same wrong results;  

2. If aη failure has happened. 
We introduce the Boolean function Fni (non 

identification) which expression is given with 
equation (2) and illustrated in Fig 2  

Fig. 2 – Boolean function Fni (non identification) 
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1 1 1
А ВniF z z zα α η= ∨    (2) 

Where 0
iz  is the logic variable of the statement 

that «something» has not happened, and е 1
iz - that 

the “something» has happened.  
In order to model, in terms of probability, the 

effect of diversity on the ability to identify failures, a 
logic-probability transition has to be carried out [7]: 

 

Fni = 111
ηαα zzz

ba
∨ = 011 . ηαα zzz

ba
 (3) 

 
After applying the theorem of De Morgan we 

have arrived at a non-recurrent Boolean function in a 
basis “conjunction - negation“. When we make 
replacements in this function using the rules of the 
logic-probability transitions, we arrive at the 
probability that the failures will not to be identified 

 

{ }( ) 1 1 ( ) ( ) [1 ( )]
А ВniQ t Q t Q t Q tα α ηΣ Σ

⎡ ⎤= − − −⎣ ⎦    (4) 

 
where: 

- )(tQni  is the probability for non-identifiable; 

- )(tQ AΣα  and )(tQ BΣα  are probabilities for 
an identifiable failure to arise in both channels, 
which will result in accidentally equal but wrong 
output signal in the two processing’s; 

- )(tQη  - is the probability of failure because of a 
common cause, which generates unidentifiable 
through comparison output results from both 
channels.  

During А- and В- processing, the probability to 
get a coincidence of wrong and unidentifiable 
through comparison output vectors as a result of 
failure may occur as:  

- coincidence of the first vectors;  
- coincidence of the second vectors;  
- and etc., when a coincidence of any similar-

range vectors is found.  
Then, the component in (4) )(tQ AΣα , )(tQ BΣα  

could be written as a sum of probabilities: 
 

)()(...)()()()(
121211

tQtQtQtQtQtQ
wBwABABA −−ΣΣ

++= αααααα , (5) 

 
where )(tQ

aiα  and )(tQ
biα  are the probabilities for 

coincidence to happen through i-th vector of both 
processing, }2,...2,1{ wi∈ .   

The presumption to make sum of the products of 
probabilities to get the overall probability when 
unidentifiable failures could occur is based on 
impossibility to arise more than one coincidence of 

output vectors in one and the same moment (or to 
coincidence the first, the second, or …or 2w

th). As 
these logical relationships are orthogonal, they could 
be presented as a sum: 

 

∑
=

=
ΣΣ

w

BiAiBA
i

tQtQtQtQ
2

1
)()()()( αααα  (6) 

 
When all wrong post-failure vectors are equally 

probable: )()( tQtQ
AAi αα = ,i.e 

)()( tQtQ
BBi αα = , and taking into account the 

equally probabilistic distribution for eq.(6), we can 
write:  
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In every single moment, there is one identical to 

the functional vector among the 2w
 wrong ones. 

The probability to get it is: 
 

w
B

w
A tQtQ
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2

)(
2

)(
)( αα

α =   (8) 

 
As we are searching for a probability for failure, 

it should not be attached to the failure behavior and 
must be subtracted from their total number. So, we 
have: 
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If we have an equal probability for failure in both 

channels )()( tQtQ
ba αα = we get from (9) the 

following: 
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When the distribution for failure is exponential, 

the failures’ intensities αλ and ηλ are constant and 
time-independent values and the probability for 
failure is: 

 
tetQ λ−−=1)( ,   (11) 

 
After a substitution of (11) into (9), we obtain: 
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When we take into account (1) instead of failure 

intensities αλ  and ηλ , the “depth of diversity” 

parameter Ω  could be introduced in (12):  
 

λλα Ω= ,    (13) 

λλη )1( Ω−=    (14) 
 
Following substitution, the formula (12) could be 

rewritten as: 
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Obviously, if the diversity has a maximum value, 

and Ω=1, based on (15), we can obtain that the 
probability for wrong identification is minimal: 

 

( )

( )
2

2

2
112

2
11211)(

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=

=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−−−=

−

−

w

t
w

w

t
w

ni

e

etQ

λ

λ

 (16) 

 
When the diversity is missing: Ω=0, the 

probability of wrong identification is maximum and 
gets equal to that of single-channel system which 
has failure intensity of  λ. 
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i.e     tetQni
λ−−=1)(

max
   (18) 

 
In the case of w=1 each of the two channels, the 

output signals of which is under comparison, has one 
binary physical output. Then, w = 1 and if Ω=1 the 
minimal probability for wrong identification of the 
failure will have a maximum value:  

 

2
2
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4
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2
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It means, that the both diversity described 
channel have equal intensity of failures λ and the 
diversity is absolute, the probability for unidentified 
failure of the single-output system would be ¼ of the 
probability for failure powered by two in each 
independent channel. 

 
4. THE EFFECT OF DIVERSITY ON THE 

IDENTIFIABILITY OF FAILURES 
Obviously, the probability of unidentifiable 

(dangerous) failure )(tQni  in diversity systems 
depends on: 

- depth of diversity Ω; 
- the number of bits w, with which the output 

result from the processing in the diversity channels 
is represented; 

- the total intensity of failures in system λ;  
- the working out of system t. 
In formula (15) some calculations have been 

made for a fixed time 1200 months, and λ = 0, 0013 
and a fixed number of bits w=8 of the input vector. 
In Fig. 3 the obtained results have been interpreted 
graphically. 

 

 
Fig. 3 – Qni(t)=f(t) 

 
We can see that with the increase in the depth of 

the diversity Ω (Fig. 4), the probability of not 
identifying the failure decreases significantly the 
longer the input vector w is and the bigger the 
intensity of the failures of the microcomputer 
system. With Ω = 1, which is practically 
unattainable, we can achieve a hundred of times 
greater identifiability. 
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Fig. 4 – Qni(t)=F(Ω) 

 
Fig. 5 shows 3D graphics of function 

),( tfQd Ω= ,where ]40000,1[],1,0[ ∈∈Ω t , 0001.0=λ   
and 8=w . As it has been expected, with the ageing 
of the system and the increase in the probability of 
failure increases the probability of not detecting the 
failure. But with absolute diversity it becomes small. 

 
Fig. 5 - Qni(t)=F(t,Ω) 

 
5. CONCLUSION 

This paper states and solves the issue of 
modeling diversity in computer systems. Adopting 
as metrics the depth of diversity, variable Ω as it is 
known in the literature, it has been proven that it 
increases, on the one hand, with the independence of 
the information processing channels of the hardware 
and the software and, on the other hand, with the 
decrease of the common diversity systems 
programming and apparatus components. On that 
basis we have obtained the following new results: 

1. We have found a new correlation between the 
effect of diversity depth on the ability to identify 
failures which result from defects in the hardware 
and errors in the software; 

2. We have done a study of the quantitative 
values of the effect of diversity depending on the 
bits of the input vectors and the intensity of the 
failures of the system. 

3. We have put forward ideas for schematic – 
technical solutions of redundant systems with 
increased identifiability evolving from the 
conclusions drawn from the present study.  
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