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Abstract: Curvelet transform is a promising tool for multi-resolution analysis on images. This paper explains a new 
approach for facial expression recognition based on curvelet features extracted using curvelet transform. Curvelet 
transform is applied on the database images and curvelet coefficients are obtained for selected scale for image 
analysis. Facial curvelet features are compressed using singular value decomposition (SVD) approach. Back 
propagation neural network (BPNN) and Adaptive Neuro-Fuzzy Inference System (ANFIS) are used as classifiers for 
classifying expressions into one of the seven categories like angry, disgust, fear, happy, neutral, sad and surprise. 
Experimentation is carried out on JAFFE database. The experimental results show that the novel approach is a better 
option for extracting feature values and classifying facial expressions. 
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1. INTRODUCTION 
The area of Human Computer Interaction (HCI) 

plays an important role in resolving the absences of 
neutral sympathy in interaction between human 
being and machine (computer). HCI will be much 
more effective and useful if computer can predict 
about emotional state of human being and hence 
mood of a person from supplied images on the basis 
of facial expressions and will be considered as boon 
for vision community. An Intelligent Biometrics 
systems aims at localizing and detecting human 
faces from supplied images so that further 
recognition of persons and their facial expression 
recognition will be easy. For classifying facial 
expressions into different categories, it is necessary 
to extract important facial features which contribute 
in identifying proper expressions. Recognition and 
classification of human facial expression by 
computer is an important issue to develop automatic 
facial expression recognition system in vision 
community. In recent years, much research has been 
done on machine recognition of human facial 
expressions [1-5]. In last few years, use of 
computers for Facial expression and emotion 
recognition and its related information use in HCI 
has gained significant research interest which in turn 
given rise to a number of automatic methods to 
recognize facial expressions in images or video [6-
10].Multiresolution analysis techniques like 

wavelets are generally used in computer vision areas 
including facial expression recognition and face 
recognition [11][12][13].Many results have been 
achieved with wavelet transform in signal 
reconstruction, image analysis, facial expression 
recognition, etc, but wavelet transform has 
significant limitations in representing image edges 
as reported recently in [14][15]. This is due to a fact 
that wavelet transform can only reflect the point 
singularity and specialty, but difficult to express 
characteristics for curves and edges. In image 
processing, the basis of wavelet applied is 
isotropous, due to which it is unable to express 
directions of image edges accurately and sparse 
representation of images. Therefore, it is difficult to 
represent the important characteristics of facial 
contour and curve features using the wavelet. In 
order to overcome these limitations of wavelet 
transform, a new multi-scale analysis tool-Curvelet 
transform, is proposed recently [14]. Curvelet 
transform has good time-frequency localization 
characteristics, and can describe gradually to any 
details for an object and it can characterize the facial 
local information effectively.Though there are 
several basic results on image denoising,face 
recognition and palm print recognition using the 
curvelet features [16][17][18][19]. To best of our 
knowledge, there is little research on facial 
expression recognition with curvelet transform uptil 
now [20]. This paper focuses on the use of curvelet 
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transform features compressed using SVD(Singular 
Value Decomposition) for expression recognition 
using ANFIS (Adaptive Neuro-Fuzzy System ) and 
Back propagation Neural network (BPNN) classifier 
and presents comparative analysis of two classifiers 
for curvelet-SVD features.  

 
2. CURVELET TRANSFORM 

The first generation of curvelet transform was 
proposed by Candes and Donoho [21] in 1999. In 
order to make the implementations simpler, faster 
and less redundant, the second generation of curvelet 
transform is proposed in 2006 [14]. It’s an effective 
analytical method for multiresolution, band pass and 
directions that are considered as three important 
characteristics the «optimal» image representation 
should have from the perspective of biological point 
of view. Therefore, the curvelet transform has better 
representation capability than wavelet transform for 
image edges. Curvelet tiling in the frequency 
domain (left) and spatial domain (right) is as shown 
in Fig. 1. The scale and angle segmentations in 
curvelet transform are shown in Fig.2.There are two 
different digital implementations for curvelets; one 
is based on the USFFT (Unequispaced Fast Fourier 
Transform) and the other is based on wrapping idea 
[14]. In this paper, we select the one with USFFT for 
implementation simplicity and the algorithm is 
described as follows [14]. 

 
Fig.1 – Curvelet tiling in the frequency domain (left) 

and spatial domain (right) [14] 

 
Fig. 2 – The scale and angle segmentation of Curvelet 

transform [14] 

Suppose that we have a two dimensional discrete 
function 

 
. 

 

1. Apply the 2D FFT and obtain Fourier samples  
 

 
  (1) 

 
2. For each scale/angle pair resample (or 

interpolate)  to obtain sampled values 
 

(2) 
 
where  is defined in [14] 
3. Multiply the interpolated object  with the 

parabolic window  defined in [14] and 
obtain 

 
(3) 

 
4. Apply the inverse 2D FFT to each , hence 

collecting the discrete coefficients  
 

3. FACIAL FEATURE EXTRACTION 
3.1 SINGULAR VALUE DECOMPOSITION 

SVD[22] is an effective algebraic feature 
extraction method used to compress the image 
features for reducing dimension. Here image is 
decomposed into a singular value matrix containing 
only a few non-zero values. 

If matrix , then there exist two 
orthogonal matrices:  

 
 

(4) 
 
Which makes, 
 

(5) 
 

where,  
 

 
 

 
are all non-zero singular values of matrix . They 
are the square root of the Eigen values of the  or 
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 and  
 

(6) 
 
3.2 FEATURE EXTRACTION USING 
CURVELET AND ITS COMPRESSION 
USING SVD 

SVD is used along with Curvelet [23] for 
extracting and compressing image facial features 
successfully. As mentioned in [14][24], wavelets are 
only suitable for detecting singular points in an 
image and fail to represent curved discontinuities 
along edges. On the contrary, the curvelet transform 
can represent the curved changes. In image 
processing, the edges in an image represent 
significant information which can be used for 
representation and recognition. One significant 
advantage of curvelet over wavelet is that curvelet 
includes the detailed information on edges. Curvelet 
transform is successfully used for face recognition 
problems but very little contributions arises as for as 
use of curvelet transform for expression recognition 
is concerned. Following steps are used to extract 
facial features- 
i) The curvelet transform is performed for each 

facial expression image using algorithm 
mentioned in section II. 

ii) The coarse, detail and fine coefficients are 
obtained.  

iii) SVD is applied to compress the coefficients.  
The reconstructed images with each layer are 

shown in Fig. 3. From Fig.3, we can find that the 
detail layers represent the image sketch quite well, 
and include much richer information than that in the 
low and high frequency parts. In order to analyze the 
curvelet coefficients, we need a face image’s 
expression region with resolution  dyadic. The 
images are then decomposed using the curvelet 
transform with scale  given as – 

 
   (7) 

 
The inner layer is a coefficient matrix 

corresponding to the low frequency of 32x32, and 
the external layer is coefficient matrix for high 
frequency of nxn, and the middle parts are detailed 
layers. For experimentation cropped face image is 
then resized to size 256 256 pixels. Real valued 
Curvelet decomposition is achieved in 5 scales. 
They are low frequency, first detailed layer with 64 
directions, second detailed layer with 32 directions, 
and high frequency respectively. The size of matrix 
we get after curvelet decomposition is small 
compared to the original image size. Even then this 
size is still very high to use it as feature matrix 

therefore feature compression is achieved using 
SVD by using same procedure mentioned in section 
III. A, selecting first 32 diagonal curvelet 
coefficients. 
 

 

Fig. 3 – (a)-(f) original image, cropped face, low 
frequency, detail 1, detail 2 and high frequency parts 

respectively 

 
4. EXPRESSION CLASSIFICATION AND 

RECOGNITION 
4.1 BACK PROPAGATION NEURAL 
NETWORK FOR EXPRESSION 
RECOGNITION 

The back propagation algorithm is one of the 
simplest and most general methods for supervised 
training of multilayer neural networks [25]. Fig. 4 
shows the architecture of BPNN. 

 
Fig. 4 – Architecture of BPNN 

 
4.2 ANFIS FOR EXPRESSION 
RECOGNITION 

ANFIS proposed by Jang [26] are a class of 
adaptive networks that are functionally equivalent to 
fuzzy inference systems. It represent Sugeno 
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Tsukamoto fuzzy models and uses hybrid learning 
algorithm. Fig.5 shows architecture of ANFIS 
model.Thirty-two feature values obtained using 
curvelet-SVD method are given as an input to the 
ANFIS model. Initial FIS Structure is generated 
using grid partitioning method. Here, feature vector 
data is partitioned into eight groups with four inputs 
each. Eight ANFIS models are constructed which 
takes four inputs each. Three Gaussian bell 
membership functions are associated with each input 
in order to model the variation of input values 
(small, medium and large), so the input space is 
partitioned into fuzzy subspaces. In all 81 rules are 
generated for an ANFIS model. The premise part of 
a rule describes a fuzzy subspace, while the 
consequent part specifies the output with in this 
fuzzy subspace. 

 

 

Fig. 5 – ANFIS architecture for 4 inputs, 3 
membership functions 

Output of layer 5 of each model is given as input 
to maximum occurrence finder (Fig. 6) which finds 
the maximum occurrence value of particular 
expression. For example, output of any five models 
is angry, one model give neutral and remaining two 
models give fear expression as output then 
maximum occurrence finder give angry expression 
as output due to maximum occurrence of angry 
expression. Fig. 7 shows membership function 
before and after training ANFIS model for first four 
input values of SVD-Curvelet coefficients. Fig. 8 
shows performance plot of Curvelet-SVD+ANFIS 
model. Here network learns gradually and reaches 
towards the goal. 

 

Fig. 6 – ANFIS model o/p predictor for expression 
recognition 

 

 
Fig. 7 – Membership function before training and 

after training ANFIS model 

 

 
Fig. 8 – Performance plot of Curvelet-SVD+ANFIS 

model 

 
5. EXPERIMENTAL RESULTS AND 

ANALYSIS 
Experimentation is carried out using JAFFE 

database images [27],which are preprocessed using 
the approach mentioned in [28].Wavelet transform 
is applied on preprocessed images. Thirty-two 
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feature values obtained using Curvelet-SVD are 
given to BPNN model. BPNN model with different 
number of neurons for two hidden layers along 
with variation in transfer function is tried. Neural 
Network Model with two hidden layers having 15 
and 32 neurons each and an output layer achieved 
better efficiency. Transfer function used at hidden 
layer1 is tansig, hidden layer 2 is tansig and at 
output layer is linear. During training phase, BPNN 
model is trained for different number of samples 
(159, 146, 134, and 114) and achieved 100% 
classification accuracy. For above experimentation 
selected parameters are given below – BPNN (32-
15-32-1), Number of epochs =3000, mse = 0.0001. 

During testing phase, trained model is tested for 
different number of samples (30, 43, 55, and 75) 
and achieved average recognition efficiency from 
93.33% to 80.00% [Table 2, Fig. 11]. Table 1 
shows Confusion Matrix for testing dataset with 
Curvelet-SVD+BPNN based Facial Expression 
recognition (75 samples). Fig. 9 and 10 shows GUI 
for recognition of facial expression using Curvelet-
SVD+BPNN and ANFIS approach respectively. 

Similar to BPNN, ANFIS model is also trained 
and tested for same number of samples and 
achieved testing accuracy in the range 90.00% to 
80.00% (Table 2, Fig. 11). 

 

 
Fig.9 – GUI for recognition of facial Expression using 

Curvelet-SVD+BPNN approach 

 
Fig. 10 – GUI for recognition of facial Expression 

using Curvelet-SVD+ANFIS approach 

Table 1. Confusion Matrix for testset with Curvelet-
SVD+BPNN based Facial Expression recognition (75 

samples) 

Expres-
sion 

An-
gry

Dis-
gust

Fe-
ar 

Hap
py 

Neut
ral 

Sad Surp
rise

Accu
racy 
Rate

Angry 8 0 1 0 0 1 0 80.00
Disgust 0 9 0 0 0 1 0 90.00

Fear 0 1 8 0 0 1 0 80.00
Happy 0 0 0 9 1 0 0 90.00
Neutral 0 0 1 0 13 1 0 86.67

Sad 0 1 0 0 0 9 0 90.00
Surprise 0 0 0 0 0 3 7 70.00

Average Recognition Accuracy 80.00
 

 
Fig. 11 – Relationship between Number of Samples 

and % Recognition accuracy for Curvelet-SVD 
+ANFIS and Curvelet-SVD+BPNN 
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Table 2. Recognition efficiency for Curvelet-
SVD+BPNN and Curvelet-SVD+ANFIS approach 

Number 
of 

Samples 

% Average Recognition Efficiency 
Curvelet-SVD+ANFIS Curvelet-

SVD+BPNN  
30  90.00  93.33  
43  88.37  90.69  
55  81.81  81.81  
75  80.00  80.00 

 
6. CONCLUSION 

Appearance Facial features are extracted using 
Curvelet transform and are compressed using SVD 
for efficient memory utilization. Extracted feature 
vector values are given as input to BPNN classifier 
and ANFIS classifier. Highest % Recognition 
accuracy (93.33 %) was achieved using curvelet-
SVD+BPNN approach for 30 testing samples taken 
from JAFFE database. Lowest % Recognition 
accuracy (80.00 %) was achieved for 75 testing 
samples taken from JAFFE database. From Table 2 
and Fig. 11 one can conclude that recognition 
efficiency of SVD-Curvelet+BPNN is slightly better 
than SVD-Curvelet+ANFIS. Thus SVD-Curvelet-
BPNN outperforms over techniques nentioned in the 
literature. 
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