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 ABSTRACT Nowadays, a promising is the direction associated with the use of a large number of processors to 

solve the resource-intensive tasks. The enormous potential of multiprocessor and multicomputer systems can be 

fully revealed only when we apply effective methods for organizing the distribution of tasks between processors 

or computers. However, the problem of efficient distribution of tasks between processors and computers in similar 

computing systems remains relevant. Two key factors are critical and have an impact on system performance. This 

is load uniformity and interprocessor or intercomputer interactions. These conflicting factors must be taken into 

account simultaneously in the distribution of tasks in multiprocessor computing systems. A uniform loading plays 

a key role in achieving high parallel efficiency, especially in systems with a large number of processors or 

computers. Efficiency means not only the ability to obtain the result of computations in a finite number of iterations 

with the necessary accuracy, but also to obtain the result in the shortest possible time. The number of tasks intended 

for execution on each processor or each computer should be determined so that the execution time is minimal. 

This study offers a technique that takes into account the workload of computers and intercomputer interactions, 

and allows one to minimize the execution time of tasks. The technique proposed by the authors allows the 

comparison of different architectures of computers and computing modules. In this case, a parameter is used that 

characterizes the behavior of various models with a fixed number of computers, as well as a parameter that is 

necessary to compare the effectiveness of each computer architecture or computing module when a different 

number of computers are used. The number of computers can be variable at a fixed workload. The mathematical 

implementation of this method is based on the problem solution of the mathematical optimization or feasibility. 

 

 KEYWORDS optimization; distribution; performance; computing module; multiprocessor; multicomputer; 

neural network. 

 

I. INTRODUCTION 

ULTIPROCESSOR and multi-computer computing 

systems are a powerful tool for solving problems of 

large dimension [1, 2]. However, their application raises the 

problem of efficient distribution of tasks between processors 

and computers, the essence of which is that two conflicting 

factors affect the system performance with the specified 

distribution: load uniformity and interprocessor or 

intercomputer interactions. Uniform loading plays a key role 

in achieving high parallel efficiency, especially in systems 

with a large number of processors or computers. The number 

of tasks that are intended for each processor or computer 
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should be determined so that the execution time is minimal. 

Task’s execution time for parallel distribution is defined as 

the maximum total time that processors or computers need 

to complete work. It follows that it is necessary to increase 

the number of processors or computers to minimize the 

execution time of tasks. However, as Amdahl’s law [3] 

shows, system performance ceases to grow in proportion to 

the increase in the number of processors or computers used. 

It turns out that this effect is caused by saturation of 

interprocessor or intercomputer interactions. Therefore, we 

must simultaneously take these conflicting factors into 

account when performing a job allocation in multiprocessor 

computing systems. 

It should be noted that at the present stage of computer 

technology development, the construction of computer 

modules based on processors is widely used. They are 

subsequently combined into multiprocessor computing 

systems [4–7]. 

The weak point of almost any computing system is the 

speed of interaction with memory, because processors during 

the job request data in memory. It can be fast memory 

(cache) or Random Access Memory (RAM). The access to 

RAM is carried out through the data bus due to which there 

is a decrease in the performance of the computing system. 

The main feature of the architecture modules is the 

organization of memory in it both shared and local memory 

of each processor. Access to shared memory is via a shared 

bus, through which interaction between processors also takes 

place. Processors are a shared resource. 

Computing modules are a hardware and software unit of 

the system that implements the main functions (for which the 

module was created), as well as additional ones (in the 

process of problem orientation). It provides a change in 

connections with other modules [6] during reconfiguration 

of a computer system and the mode of its functioning. 

II. RELATED WORKS 

Studies [8–10] in the field of efficient use of distributed 

systems have been ongoing for a long time. They are mainly 

aimed at solving resource management problems or are 

focused on the problems of choosing [11] the architecture of 

a multiprocessor system, or go towards the development of 

parallel algorithms, resource monitoring and load balancing. 

This is due to the fact that the efficiency of using distributed 

systems, in this case, is determined by the possibility of 

organizing parallel processing [12-14]. 

Efficiency of using a distributed network is provided due 

to the maximum load of all resources in order to increase the 

volume of transmitted traffic. We need to use a rational 

choice of paths for traffic passing through the network in 

order to achieve a balanced load of all network resources [15, 

16]. 

Studies are known [17–22], which are devoted to solving 

the increasing productivity problem. However, the problem 

in these studies is solved under certain assumptions. 

Interprocessor and intercomputer interactions are not taken 

into account when these assumptions are used. The 

efficiency of the system is achieved due to the uniform 

loading of processors and computers. In this case, the 

efficiency of the system is achieved due to the even load of 

processors and machines: either an equal number of tasks are 

distributed to all processors and machines in advance, or the 

system is considered homogeneous. Thus, the efficiency of 

the system is achieved by minimizing interprocessor, 

intercomputer interactions. 

Other studies [23-25] treated solution through the use of 

unused computing capacity which resources are unlimited in 

the volume memory and inexpensive. The method of 

adaptive load balancing [25] of load balancing is used taking 

into account the load factor of computers to minimize the 

time of solving the problem and overhead. 

A big problem in research and analysis of multiprocessor 

systems is that research in this area is mostly classified. For 

example, we can analyze some information about the 

systems Elbrus-1, Elbrus-2 [29], however, there are no 

scientific details in open sources about the principles of 

optimal distribution of tasks in multiprocessor systems such 

as Elbrus-16S, Elbrus-2S3 or Elbrus- 12C. Hence, we can 

conclude that work on the optimal distribution of tasks in 

such systems is relevant and in demand. For example, the 

optimal distribution of tasks during a Brute Force attack on 

containers that are protected by AES encryption (for 

example, when using a satellite communication channel). In 

the presence of a multimillion database with passwords, it is 

possible to reduce the selection time by 1.5-2 times, which is 

essential in the conditions of military or military operations. 

Thus, a comprehensive solution to the problem of 

minimizing the time to complete tasks is required. Such a 

solution is proposed to be implemented by the method of 

efficient distribution of tasks in a distributed computing 

system, taking into account the workload of processors, as 

well as interprocessor interactions. 

III. MAIN GOAL OF THE ARTICLE AND STATEMENT OF 

THE PROBLEM 

The main goal of the study is to increase the efficiency of the 

system by minimizing the execution time of tasks and 

computations. To achieve this goal, a technique is proposed 

for the efficient distribution of tasks in a distributed 

computing system, taking into account the workload of 

processors and computers, as well as interprocessor and 

intercomputer interactions. 

Therefore, it is necessary to solve the following tasks: 

– choose an approach to solve the problem of efficient 

distribution of tasks in a distributed computing system, 

taking into account the workload of processors and 

machines; 

–make a selection criterion of optimization and 

limitations; 

– improve the communication optimization scheme and 

conduct a comparative analysis of the research results. 
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IV. MINIMIZING THE TOTAL TIME FOR COMPLETING 
TASKS TAKING INTO ACCOUNT THE WORKLOAD OF 
COMPUTERS AND INTERCOMPUTER INTERACTIONS 

We define m indivisible (atomic) tasks and a distributed 

system that consists of n computers or processors. 

We introduce the following notation: 

ijt  – is the execution time of the i-th task on the j-th 

computer (i=1, 2, …, m; j=1, 2, …, n); 

klW  – is the link weight between computers k and l (k, l 

=1, 2, …, n). Link weight is a dimensionless quantity that 

indicates the priority (rank) of connections between 

machines, processors (PCs) or interprocessor interaction, 

etc.; 

pqa  – is the number of links between tasks p and q 

(p,q=1, 2, …, m); 

iv  – is the amount of memory needed to solve the i-th 

task; 

jV  – is the amount of memory of the j-th computer or 

available memory for the j-th processor, and 
j iV v . 

Without loss of generality, we assume that the number of 

tasks is greater than or equal to the number of computers 

m n . Otherwise, we introduce additional fictitious tasks 

1, 2, ...,m m n+ + , assume 0ijt =  for them at 1i m +

, and 0pqa =  at 1p m +  or 1q m + . 

Moreover, the goal is to assign each of the m tasks to one 

computer in such a way that the total time for completing 

tasks taking into account the workload of computers and 

intercomputer interactions is minimal. It is known that each 

such assignment is the permutation ( )1 2, , ..., mS S S , which 

is composed of numbers ( )1, 2, ..., n , (1, 2,..., )jS n , 

( )1, 2, ...,j m= . Here it is implied that if m = n, then 

i jS S  at i j , i.e. each computer is assigned only one 

task. If m n , then the case is possible i jS S=  for i j

, i.e. multiple tasks can be assigned to one computer. 

Currently, there are three approaches to solving the 

problem: graph-theoretical, heuristic, and mathematical 

programming method [18, 19]. 

The graph-theoretical method is based on the geometric 

representation of the objective function and optimal 

solutions. Graphs are considered as models of 

communication networks of multiprocessor and 

multicomputer systems in the construction, analysis and 

optimization of such systems. A lot of restrictions, in this 

case, are implemented using edges, the lengths of which 

describe the restrictions between pairs of objects and can be 

represented in two forms: connectivity and minimum 

distance. 

The advantages of the graph-theoretical method are its 

visibility and simplicity of the solution algorithm. 

Heuristic methods for solving problems mean special 

methods for solving problems, which are usually contrasted 

with formal methods of solving, based on exact 

mathematical models [20]. 

There is no consensus on the number of existing heuristic 

methods. The basic heuristic methods are: 

− a method of dividing the problem into subtasks, using 

which a complex, non-standard problem is divided into 

several standard, simple and trivial problems with a known 

solution; 

− a method for introducing auxiliary elements, using 

which auxiliary elements are introduced in order to eliminate 

the uncertainty of the relationship between known data and 

unknown variables that should be found; 

− a modeling method, using which the original problem 

is replaced by its model. 

The heuristic method for solving problems can be 

considered a universal method for finding a solution to a 

problem. The advantage of using heuristic methods is the 

reduction of the time for solving a problem in comparison 

with the method of exhaustive search of alternatives [20, 21]. 

Heuristic methods increase the likelihood of obtaining a 

solution to a problem, but this solution is not always the 

optimal solution. Such a solution to a problem is often a 

satisfactory solution. Also, heuristic methods are able to find 

solutions in difficult situations. In addition, in terms of time 

efficiency, they are not inferior to algorithmic approaches. 

The basis of mathematical programming is the 

mathematical apparatus for solving optimization problems, 

in which the search for extreme values of the objective 

function is carried out taking into account constraints [26]. 

The presence of constraints that are imposed on the values of 

the objective function makes it impossible to use 

mathematical analysis methods to solve mathematical 

programming problems. 

Mathematical programming is divided into types of 

problems that are solved on linear, nonlinear and stochastic. 

Many methods have been developed to solve mathematical 

programming problems. A feature of solving problems by 

methods of mathematical programming is their high demand 

for computing power, because we have to execute large 

volumes of computations. Accordingly, considerable 

importance is attached to the efficiency, simplicity and ease 

of implementation of methods on computer systems. 

In this article, the problem is solved by the method of 

mathematical programming. 

It is obvious that any of the tasks of the i-th computer 
iS  

is described by the correspondence 
ii S→  (i = 1, 2, ..., m). 

Moreover, for any tasks, there is, firstly, time, which is equal 

to 
iiSt , and secondly, the time of the interlinks between tasks. 

Suppose that this time when assigning task i to computer 
iS  

and task k to computer 
kS  is equal to the product of the 

number of links 
ika  between tasks i and k by the weight of 

the link 
i kS SW  between computers iS  and kS , i.e. 
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i kik S Sa W . Thus, the task is reduced to obtaining the 

permutation 
1 2( , ,..., )mS S S  composed of numbers (1, 2, ..., 

n), which minimizes the total time 

 

1 1 1

min
i i k

m m m

iS ik S S

i i k

t a W
= = =

+ →  . (1) 

 

We introduce the variable 
ij , which is equal to 1 if the 

i-th task is assigned to the j-th computer, and which is zero 

in the opposite case. Then expression (1) can be written in 

the following form: 

 

1 1 1 1 1 1

min
m n m n m n

ij ij ik jl ij kl

i j i j k l

t a W  
= = = = = =

+ →  . (2) 

 

It follows from this expression if the tasks are 

independent, i.e. 0ika = , then expression (2) – the 

minimization task for all permutations transforms into the 

assignment problem. In addition, vice versa, if all the time 

values are the same, then we will solve the task of 

minimizing the total time of interaction, i.e. second term of 

expression (2). 

Since each of the m tasks is assigned to only one of the 

computers, the following condition must be fulfilled 

 

              

1

1, 1,2,...,
n

ij

j

i m
=

= = ,                (3) 

 

where  

 

                 0,1 ,ij i j   .   (4) 

 

On the other hand, the following condition must be met, 

so that the computer memory is not overloaded 

 

          

1

, 1,2,...,
m

ij i j

i

v V j n
=

 = .   (5) 

 

Thus, the statement of the problem is reduced to the task 

of integer programming (2) (5) . 

For further studies of problem (2), we write this 

expression in expanded form 

 

     
1 1 1 1 1

1 1 1 1

min

m n n m m

ij ij ik jj ij kj

i j j i k

m n m n

ik jl ij kl

i j k l
l j

t a W

a W

  

 

= = = = =

= = = =


+ +

+ →

 


.   (6) 

This representation of the expression clearly reflects the 

essence of the problem, namely, the first two terms express 

the load of computers, and the third term expresses 

intercomputer interactions. 

Assume that computers are equal in performance and 

tasks are equal in computational volume. Then the following 

expression is obvious 
0 ,ijt t i j=  . In addition, we assume 

that 
0 ,klW W k l=  . 

In this case, uniform workload can be obtained by 

distributing the same number of tasks to each computer: 

 

            

1

1

1 2

, 1, 2,..., ;

;

... .

m

ij j

i

n

j

j

n

m j n

m m

m
m m m

n


=

=


= =




=

  
 = = =     



   (7) 

 

Thus, we conclude that the first two terms in the problem 

(6) can be omitted taking into account conditions (7), i.e. 

 

               

1 1 1 1

min
m n m n

ik ij kl

i j k l
l j

a  
= = = =



→ . (8) 

 

As a result, we obtain the integer programming problem 

(3) ÷ (5), (7) and (8), which minimizes intercomputer 

interactions due to the uniform load of computers. The 

condition (5) is essential. This problem, if the condition (5) 

is not taken into account, fully corresponds to the integer 

programming problem obtained in [27]. 

In the general, integer programming problems are NP-

complete problems. There are algorithms for solving certain 

types of problems, which are characterized by polynomial 

time consuming [26]. For many integer programming 

problems, there are no convincing arguments in favor of the 

existence of such decision algorithms, yet. Therefore, they 

relate to NP-complete classes. In practice, often the solution 

of such problems requires unacceptably much time and 

computing resources [26]. For example the use of neural 

networks [28] with feedback allows us to reduce the solution 

time, for example the Hopfield network. It is clear that neural 

networks in the general case do not guarantee globality of the 

optimal solution to problem (2). However, in practice, it is 

often required to find one or several local minima within a 

certain time frame. In this case, the use of neural networks is 

very effective. Based on this consideration, in order to ensure 

the practicality of the optimization approach to the clustering 

problem, a neural network implementation of task (2). In 

order to synthesize a neural network for solving the 

optimization problem, we synthesize a triple of the form 

{𝑁,𝑊, 𝑇}, where N is the set of neurons in the network, W is 
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the matrix of synaptic connections and T is the vector of 

external displacements. In the general case, the task of 

synthesizing a network is to determine all the components of 

this triple – the type and number of neurons, the structure of 

the matrix of connections and the value of its elements, the 

value of external displacements. We assume that the type and 

the dynamics model of neural-like elements is determined. 

Therefore, the problem of network synthesis is reduced to 

determining the structure of the network, the matrix of 

connections W and vectors of displacements T, satisfying the 

target use of the sentized network. 

An integral quality of such networks is the ability to 

determine the state with a minimum level of network energy. 

In solving problems using neural networks with feedback, 

the main difficulty consists in constructing the energy 

function of the network.  

Before proceeding to the construction of the energy 

function of the network, we introduce the following notation: 

 

, ;

, .

ij ii jj

ijkl

ik jl

t a W if i k and j l
b

a W if i k or j l

+ = =
= 

 

 

 

We represent the task (2) in a more compact form 

 

                 

1 1 1 1

min
m n m n

ijkl ij kl

i j k l

b  
= = = =

→ .   (9) 

 

Now we begin to design the energy function of the 

network. 

In accordance with [29], the energy function that is being 

developed should be built in such a way that it provides both 

optimization and compliance with constraints. This step in 

the process of building an optimized network is to design the 

energy function of the network. Let’s construct this function 

in the form of a sum, where its individual terms are convex 

functions that take minimum values for the state of the 

network. These functions satisfy the considered constraints 

on the state of the network and minimize the objective 

function. 

Based on this, the component that provides optimization 

(9) is described as follows: 

 

               
1

1

1 1 1 12

m n m n

ijkl ij kl

i j k l

G b y y


= = = =

= −  .  (10) 

 

The component that ensures compliance with constraints 

(3) ÷ (5) is described as follows: 

 

( )
2

32
2

1 1 1 1

2

254

1 1 1 1

1 1
2 2

,
2 2

m n m n

ij ij ij

i j i j

m n n m

ij ij i j

i j j i

G y y y

y m f y v V





= = = =

= = = =

 
= − + − + 

 

   
+ − + −   

  

  

  

(11) 

 

where 

1 2 3 4 5, , , ,      – are positive constants (by analogy 

with the traveling salesman problem, an analogue of feasible 

routes); 

ijy  – is the output signal of the ij-th neuron of the neural 

network, which corresponds to the variable 
ij ; 

( )f t t t= −  – is the function that has the property 

2( ) 2 ( )f t tf t= . 

The first term in the expression (11) corresponds to the 

constraint that each row of the matrix Y contains exactly one 

unit; the second term corresponds to the binary variables 
ijy

; the third term corresponds to the restriction that the matrix 

Y contains exactly m units; and finally, the last term 

corresponds to constraint (5). Thus, we conclude that when 

conditions (3) ÷ (5) are satisfied, the component 
2G  assumes 

its minimum value equal to zero. 

We perform the summation (10) and (11), after some 

transformations, we obtain the following form of the energy 

function of the neural network: 

 

1
1 2

1 1 1 1

2

1 1 1 1

3

1 1 1 1

4

1 1 1 1

3
2

1 1 1 1

2
4

1 1

2

2

2

2

2

2

m n m n

ijkl ij kl

i j k l

m n m n

ik ij kl

i j k l

m n m n

ik jl ij kl

i j k l

m n m n

ij kl

i j k l

m n m n

ij ij

i j i j

m n

ij

i j

G G b y y

y y

y y

y y

y y

m y m







 









= = = =

= = = =

= = = =

= = = =

= = = =

= =

+ = − +

+ −

− +

+ −

− + −

− +









 

 24

5

1 1 1

2

,
n m m

ij i j ij i j

j i i

m

y v V f y v V




= = =

+ +

   
+ − −   

   
  

  (12) 

 

where, 
ij  – is the Kronecker symbol. 
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In expression (12), terms that are independent of the state 

of the neural network
ijy , can be excluded. 

The canonical form of the energy function corresponding 

to problem (9) is written in the following form: 

 

1 1 1 1 1 1

1
,

2

m n m n m n

C ijkl ij kl ij ij

i j k l i j

G W y y T y
= = = = = =

= − +    (13) 

 

where 

ijklW  – is the synaptic weight between the input of the ij-

th neuron and the output of the kl-th; 

ijT  – is the threshold of the ij-th neuron. 

We compare expressions (12) and (13). We equate the 

coefficients of their linear and quadratic components. We 

find the parameters of the neural network  

 

1 2 3 4

3
2 4 5

;

,
2

ijkl ijkl ik ik jl

ij

W b

T m

      


  

= − + −



= − + − +


  

 

where 

i, k = 1, 2, …, m; 

j, l = 1, 2, …, n. 

Now we calculate the parameters of the neural network 

that solves problems (3), (4), (7) and (8). 

We write problem (8) as follows 

 

       ( )
1 1 1 1

1 min
m n m n

ik jl ij kl

i j k l

a   
= = = =

− → . (14) 

 

Then the energy function of the network for the tasks (3), 

(4), (7) and (14) takes the following form 

 

( )

( )

1

1 1 1 1

2

2

1 1

2

3 4

1 1 1 1

2

5

1 1

1
2

1
2

1
2 2

.
2

m n m n

ik jl ij kl

i j k l

m n

ij

i j

m n m n

ij ij ij

i j i j

n m

ij j

j i

G a y y

y

y y y m

y m






 



= = = =

= =

= = = =

= =

= − − +

 
+ − + 

 

 
+ − + − + 

 

 
+ − 

 



 

 

 

(15) 

 

Let us compare this expression with (13) and find the 

parameters of neural networks 

 

( )1 2 3 4 5

3
2 4 5

1

, (16)
2

ijkl ik jl ik ik jl jl

ij j

W a

T m m

         


  

 = − − + − −



= − + − −


 

 

where 

1 2 3 4 5, , , ,      – are positive constants (by analogy 

with the traveling salesman problem, an analogue of feasible 

routes) ; 

i, k = 1, 2, …, m; j, l = 1, 2, …, n. 

V. DEVELOPMENT OF EFFICIENT DISTRIBUTION OF 
TASKS IN A DISTRIBUTED COMPUTING SYSTEM 

Expression (8) shows that intercomputer communication 

solves the problem of minimizing task execution time and 

data calculation. 

Since the first priority is the question of intercomputer 

connections, which determine the cost of time for 

information transmission, the solution to this problem is 

possible through the use of neural networks [28]. The use of 

neural networks also confirmed by [26, 27].  

As we said in Section 4, as a result, we got an integer 

programming problem (3) – (5), (7) and (8), which 

minimizes intercomputer interactions due to the uniform 

workload of computers. The solution time can be reduced by 

using neural networks [28] with feedback. 

In the case when several tasks can be assigned to one 

computer, then when modeling a neural network in addition 

to the settings using expressions (15) – (16), we need to 

consider separately the case when m> n. In this case, we need 

to determine the rate of generation of messages that are 

transmitted between computers (average frequency of 

information transfer). At m = n, this parameter depends only 

on the time of formation of the information parcel by the 

computer. 

Based on the research [5-8,10,11], can be formulated the 

following consequences. 

Consequence # 1. In the model, the number of tasks is 

much larger than the number of computers. The number of 

tasks for each computer is equal to 
m

n
, the number of tasks 

external to the computer is equal to 
m

m
n

− . If similarity 

between tasks is assumed, then the probability that the task i 

will send a message to the address of the task j is equal to

( )
1

1m −
 for all j = i. As a result, we get the following 

expression 
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( )
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where 

k  – is the parameter by which conflict situations for 

collective resources are evaluated – the rate of generation of 

messages that are transmitted between computers and is 

determined as the average frequency of information transfer 

1

n
k

i i



=

 , i = 1, 2, …, n; 

t  – time of formation of the information message by the 

computer. 

In addition, if we assume that m  is much greater than 𝑛, 

then 
1

k

n
t

n


−
= . 

Consequence # 2. The task of integer programming for 

a certain time can be realized using neural networks. In this 

case, the number of computers can be variable 𝑛 ∈ [𝑛1, 𝑛2] 
in order to increase the reliability of the system. The 

parameters of the neural network that solves problems (3), 

(4), (7) and (8) are determined from (15). We will consider 

the performance of a computing system depending on the 

method of organizing the interactions between the central 

processors and the memory, as well as the number of 

processors in this interaction organization scheme. To 

simplify the application, we introduce the following 

constraints: 

− the duration of the processing and access to shared 

resources are subject to the exponential law; 

− the processor accesses the shared memory without 

delay as soon as the shared bus and memory are freed; 

− if it is not possible to establish a connection, the 

processor goes into a standby state and remains in it until the 

desired resource is released; 

− the memory and bus are freed immediately after 

accessing them, and the processor goes into an active state. 

Let present a structural diagram of the organization of 

connections between central processors and memory. The 

main feature of scheme # 1 (in fig. 1) for organizing 

communications is the presence of concentrated memory 

(organization of cache memory coherency with writeback 

(MESI protocol [31]) and local memory of each processor. 

The access to shared memory is via a shared bus. 

· · ·  

SB

SM

CPU1 CM1

LM1

LB1

CPUn CMn

LMn

LBn

 

Figure 1. The scheme # 1 for organizing communications: 

LM – local memory; CM – concentrated memory; SM – 

shared memory; LB – local bus; SB – shared bus 

Shared memory can be divided into local modules for 

each processor (in fig. 2). It is assumed that local memory is 

divided into areas of the processor’s own memory and shared 

memory. Moreover, each processor is connected to its own 

memory via a local bus. 
 

· · ·  
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Figure 2. The scheme # 2 for organizing communications: 

LM – local memory; CM – concentrated memory; SM – 

shared memory; LB – local bus; SB – shared bus 

 

We will improve the previous scheme. To do this, we will 

use a multi-port memory module or a multi-level interface 

for the common part of the local memory of each processor 

(in fig. 3). Multiport memory eliminates conflicts, but this is 

achieved by complicating memory. Shared memory modules 

are directly accessible to external processors via a shared 

bus. 
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Figure 3. The scheme # 3 for organizing communications: 

LM – local memory; CM – concentrated memory; SM – 

shared memory; LB – local bus; SB – shared bus 

 

VI. RESULTS OF THE STUDY, TAKING INTO ACCOUNT 
THE WORKLOAD OF PROCESSORS AND 
INTERPROCESSOR INTERACTIONS 

When analyzing the schemes presented above, we will use 

the simulated performance of the computing module (Table 

1, Table 2, and Table 3) as a function of the load of processor 

links for a dual-processor computing module. This is due to 

the fact that this scheme is a next step for multiprocessor 

computing systems of a higher rank. 

As a result of comparing the scheme # 1 and scheme # 2, 

we can conclude that, at low loads, the scheme # 1 has higher 

performance than the scheme # 2. This is because at low 

loads, the average latency is very small and does not create 

additional conflicts. In the scheme # 2, each access to the 

field of external main memory is interrupted by a processor, 

the probability of activity of which with its own local 

memory is very high at low loads. The break point is 

observed at a load value of 0.5. The scheme # 2 becomes 

more efficient for higher loads. 
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Table 1. The performance of a dual processor system 

The value of 

processor load 

connections 

The dual processor system performance 

Scheme # 1 Scheme # 2 Scheme # 3 

0.0 1.00 1.00 1.00 

0.2 0.65 0.63 0.7 

0.4 0.48 0.48 0.54 

0.6 0.35 0.36 0.44 

0.8 0.29 0.30 0.37 

1.0 0.24 0.26 0.31 

Table 2. The five-processor system performance 

The value of 

processor load 

connections 

The five-processor system performance 

Scheme # 1 Scheme # 2 Scheme # 3 

0.0 1.00 1.00 1.00 

0.2 0.46 0.58 0.65 

0.4 0.25 0.39 0.42 

0.6 0.16 0.29 0.31 

0.8 0.13 0.23 0.24 

1.0 0.10 0.19 0.20 

Table 3. The eight-processor system performance 

The value of 

processor load 

connections 

The eight-processor system performance 

Scheme # 1 Scheme # 2 Scheme # 3 

0.0 1.00 1.00 1.00 

0.2 0.25 0.49 0.51 

0.4 0.12 0.25 0.25 

0.6 0.09 0.17 0.17 

0.8 0.07 0.12 0.12 

1.0 0.05 0.10 0.10 

 

Low loads in the computing module, however, can be 

considered as the most significant. Therefore, a well-

designed scheme should function in this area if the goal is to 

reduce the complexity of distributing tasks between 

processors by reducing communication costs. 

A comparative analysis of the data shows the presence of 

certain patterns that allow us to draw general conclusions. 

An increase in the number of processors allows us to ensure 

that the differences between the schemes become 

insignificant even for very low loads. For a five- and eight-

processor computing module, scheme 3 does not provide 

such a big advantage over other scheme as in the dual-

processor version. 

The technique, which is proposed by the authors, makes 

it possible to compare different architectures of computers 

and computing modules. In this case, a parameter is used that 

characterizes the behavior of various models and a parameter 

that is necessary to compare the effectiveness of each 

architecture. A parameter that characterizes the behavior of 

various models is used for a fixed number of computers. The 

parameter that is necessary to compare the efficiency of each 

computer architecture or computing module is used when 

using a different number of computers. The number of 

computers can be variable at a fixed workload. 

Thus, in solving the problems of air traffic control, the 

application of the proposed method made it possible to 

reduce the delay time in the processing of incoming 

information between an airplane and ground (“board-to-

ground”) by half, which is very important for ensuring flight 

safety. This methodology is applied at the banks with remote 

objects. It avoids deadlock situations that arise during 

operation due to the increase of information flows. Similar 

situations arise in connection with the transfer of a large 

amount of information to the central (main) office. Similar 

situations arise in connection with the transfer of a large 

amount of information to the central office. Also, the 

proposed technique has proven itself well in managing 

complex technological processes that are associated with the 

processing of statistical information in logistics and making 

decisions. The mathematical implementation of the method 

relies on solving the problem of mathematical optimization 

or feasibility. The practical implementation of the proposed 

methodology has found application in the field of air traffic 

control; namely, it is used at the international airport 

“Borispol”, Ukraine, the enterprise “Ukraviarukh” and the 

state bank “Privatbank”. 

VII. CONCLUSIONS 

This technique allows to optimize task assignments in a 

distributed system. The technique takes into account the 

workload of computers and intercomputer interactions 

(links) and allows one to minimize the time to complete 

tasks. Parameters 
k  and t  allow one to compare different 

architectures of computers and computing modules. At the 

same time, the parameter 
k  characterizes the behavior of 

various models with a fixed number of computers. The 

parameter t  is necessary to compare the effectiveness of 

each architecture of a computer or computing module when 

using a different number of computers, which can be 

variable, with a fixed workload. The mathematical 

implementation of the method is based on the solution of the 

integer programming problem. It is proposed to use neural 

networks in order to reduce the time for solving tasks. 

The application of the optimal task distribution technique 

allows real-time processing of large amounts of information. 

At the same time, there is the possibility of automatic 

parallelization of tasks between computers in the local 

network. In addition, this technique can be used in systems 

with remote access. 

In the authors’ opinion, studies of methods for optimal 

distribution of tasks require further continuation, because 

they can be found widely used in processing information in 

various technological processes. 
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