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 ABSTRACT Prioritizing bug fixes becomes a daunting task due to the increasing number of vulnerability 

disclosure programs.  When making a decision, not only the Common Vulnerability Scoring System (CVSS) but 

also the probability of exploitation, the trend of particular security issues should be taken into account. This paper 

aims to discuss the sources and approaches for measuring degree of interest in a specific vulnerability at a particular 

point in real-time. This research presents а new metric and estimation model which is based on vulnerability 

assessment. We compared several techniques to determine the most suitable approach and relevant sources for 

improving vulnerability management and prioritization problems. We chose the Google Trend analytics tool to 

gather trend data, distinguish main features and build data set. The result of this study is the regression equation 

which helps efficiently prioritize vulnerabilities considering the public interest in the particular security issue. The 

proposed method provides the popularity estimation of Common Vulnerabilities and Exposures (CVE) using 

public resources. 
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I. INTRODUCTION 

NFORMATION security (IS) news feeds are increasingly 

being updated with information on new vulnerabilities in 

various products. Many software development companies, 

huge corporations or startups in the field of information 

technology use a large number of third-party software 

products. At the same time, it is not always possible to use 

the latest updated versions of the software. This is due to 

strict dependencies on a specific version and its 

functionality, lack of documentation, increased overhead 

costs for testing and updating, lack of human resources and 

high risks for business in case of an error. Moreover, in most 

cases, it is impossible to update all existing and known 

vulnerabilities based on the above difficulties. Many 

companies apply patches only to the most critical 

vulnerabilities. For example, having 𝑛 vulnerabilities, a 

company can only allocate resources and time to fix 𝑚 

vulnerabilities, where 𝑚 ≪ 𝑛. Since fixing all n 

vulnerabilities is not economically viable in terms of 

business and profit.  

Hence the following requirements arise: accurate 

vulnerability assessment regarding the system used, issue 

severity rating, prioritizing patches, etc. Recently, 

information from open sources is also included in a set of 

factors for making final decisions. The manifestations of 

public interest in information security in the most risk-

critical vulnerabilities, as well as mentioning in the media, 

forums, and private chats, are also gaining great popularity. 

All this bears reputational losses for the software 

manufacturer. At the same moment, there is no technology 

or tool, that allows you to accurately and reliably determine 

the degree of community interest. One of the main reasons is 

that this area of activity is specific and niche not only in the 

whole world but also in the field of information technology. 

Let us state the problem before moving on to a previous 

work review. Our objective is to design an impact 

weaknesses evaluation system that can automatically 

estimate disclosed security flaw impact (𝑊) on the end-point 

product (𝑃) [1]. The main system architecture and feature set 

description and extraction process were presented in [2]. A 

I 



 Yuliia Tatarinova et al. / International Journal of Computing, 20(4) 2021, 575-580 

576 VOLUME 20(4), 2021 

similar technology with [1] was introduced in [3]. An 

important part of our study is that the relevance of specific 

vulnerability decreases over time, giving way to newer ones. 

This issue was not considered in [3] and in other risk 

assessment systems. Thus, the Common Vulnerability 

Scoring System (CVSS) [4] is not fully applicable. One of 

the main weaknesses of the CVSS is that score computed 

once and the value is used for a long period of time.  

Therefore, it is necessary to determine the degree of 

relevance of the vulnerability at a particular point in time 

(𝑇𝑟𝑒𝑛𝑑(𝐶𝑉𝐸𝑖)). The relevance of the vulnerability can be 

expressed through the degree of interest of the security 

community in it.   

In this paper, for the first time, ways of searching and 

identifying possible sources of the degree of community 

interest in vulnerability are presented. A method for their 

assessment is also proposed for implementation in an 

integrated system of automatic vulnerability assessment, 

which was presented in [1]. 

II. RELATED WORK 

Existing materials on the topic of trends and popularity 

vulnerability can conditionally be divided into the following 

categories: 

1. Lists of the most critical vulnerabilities for a given 

period of time. 

2. An overview of trends in vulnerability types, 

weaknesses, exploits and software. 

Let us look at each item separately and in detail. 

A. LISTS OF THE MOST CRITICAL VULNERABILITIES  

Sources for this category are blogs, web articles, news feeds, 

and popular information security sites. The information is 

often presented in the form of a small list. Presented list has 

next format: issue identifier (𝐼𝑑) and a short description 

(𝐷𝑒𝑠𝑐𝑟) [5, 6].   

The most popular are the following sources: 

• OWASP top 10 [7] 2017. This source contains a list 

of the most critical web application security risks. The list is 

rarely updated by the community (approximately once every 

3‒ 4 years). It may be noted that the bulk of the list has 

remained unchanged for many years. This source also 

provides a similar list of typical Internet of Things 

vulnerabilities and mobile part [8]. 

• The most exploited vulnerabilities for 2018 were 

described in [9] and [10]. Other blogs, articles, or news posts 

are more likely to repeat the same list presented. We 

analyzed the selections of posts and messages and concluded 

that the main criteria for rating vulnerabilities are Common 

Vulnerability Scoring System (CVSS), popularity and 

prevalence of affected products (𝑃𝑙𝑖𝑠𝑡), ability and methods 

of exploitation. The resulting rating may contain two types 

of information: types of the most common and exploited 

vulnerabilities and threats (e.g., XSS, weaknesses in 

authentication or access control) and a list of specific 

vulnerabilities with identifiers (CVE-2016-0189, CVE-

2017-0199). 

B. SOURCES DESCRIBING VULNERABILITY TRENDS 

Identification of trends in vulnerability parameters allows 

you to visually see the overall picture of risks, determine the 

most likely attacks and a protection strategy against hacking. 

To this end, many companies in the field of information 

security produce annual reports with statistics and forecasts. 

The vulnerability information is collected and analyzed 

manually by experts in most cases. 

In [5], the team scanned data from dozens of channels 

and security sources, and also explored sites in the dark 

network; checked and improved data using automatic as well 

as manual analysis. At the same time, analysts added their 

knowledge about attack trends, cyber events. The resulting 

report is divided into sections such as the most exploited 

products, popular attacks, threats, etc. 

In [11] and [12], the authors provided general statistics 

and the distribution of vulnerabilities by type at the source 

code stage, CVSS level, and source of vulnerabilities. The 

time frames in the article refer to 2008 ‒ 2016. 

Paper [13] contains a fairly good overview of the 

statistics and trends of the most popular "Bug Bounty" 

programs. The authors described not only the operating 

schemes of reward programs for vulnerabilities found, but 

also provided well-chosen and structured data on the types 

of vulnerabilities, the time of repair, and the products. 

III. CVE TREND INVESTIGATION APPROACH  

Existing articles on vulnerability trends mainly describe 

statistics on the frequency and type of vulnerabilities, types 

of attacks, source and other parameters. However, this does 

not take into account the frequency of the request for a 

particular vulnerability. For the first time, the idea of 

introducing a time characteristic for a specific vulnerability 

was presented in [1]. When a new widely exploited 

vulnerability is published, there is an increased interest in it 

from attackers and security experts. Over time, for some 

vulnerabilities discovered, demand falls, for others it remains 

stable for a long time. It is the surge of community interest 

and the degree of its severity at a particular point in time that 

is never taken into account in many widely used models and 

methods for assessing vulnerability risk. 

In this subsection, we describe our previous studies and 

try to find data sources to obtain free information on 

vulnerability trends. The first attempts to find various 

methods for detecting and evaluating this characteristic were 

shown in [2]. We defined the temporary variable 𝑅𝑒𝑙 (𝑡) 

(𝑇𝑟𝑒𝑛𝑑). We have to find sources, which are publicly 

available and easily discoverable. This characteristic is very 

significant for the study since it determines the degree of 

community interest in information security relative to time 

for a particular vulnerability. Each vulnerability (𝐶𝑉𝐸𝑖) in 

the NIST database (DB) [14] contains two timestamps: date 

of creation in the database (𝐷𝑐𝑟𝑒𝑎𝑡𝑒𝑑) and the date of the last 

change (𝐷𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑). It should be noted that these variables 

are not always present, and some information about 𝐶𝑉𝐸𝑖 

may be distributed before updating the database. Having 

only these two parameters available, it is impossible to 
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hypothesize and evaluate the degree of interest (𝑇𝑟𝑒𝑛𝑑). 

The study of blogs, chats, and forums on information 

security becomes a very promising direction. However, such 

research requires the most in-depth knowledge in the field of 

processing of texts written in natural languages and 

significant human resources in terms of marking up 

unstructured texts. Moreover, such an in-depth analysis of 

this parameter is redundant in the context of its application 

in the system presented in [1].  

When investigating this issue, the following sources of 

information were identified for constructing and analyzing 

the above-described Trend characteristics: 

1. Internet Archive Search [15]. It collects website traffic 

statistics. The archive provides open and free access to 

its databases. The content of web pages is occasionally 

recorded using a bot. The system accepts a link as an 

input and displays a page cache map. At the time in the 

study in [2], this system did not show how many times 

the page was updated. It was also impossible to quantify 

the indicators of changes. Based on this, this source of 

information was rejected in the construction of the 

hypothesis. Also, a significant drawback was the small 

number of cached pages in general for the vulnerability 

database. At the same time, at the time of writing, the 

service has additional functionality that allows you to 

identify content changes step by step. 

2. Google trends [16]. Google’s open web application that 

shows how often a particular term is searched concerning 

the total volume of search queries in different regions of 

the world and different languages. Also, Google Trends 

displays news related to search phrases, superimposing 

them on a graph showing how new events affect search 

popularity. Previously, this service was already 

successfully used in the healthcare sector to track the 

incidence of influenza [17], thus proving the service’s 

ability to analyze the popularity and seasonality of search 

queries in specific areas. To obtain data in the context of 

the current task, a vulnerability identifier (𝐼𝑑) and a 

publication date (𝐷𝑐𝑟𝑒𝑎𝑡𝑒𝑑)  are sent to the service input 

and a time series with integer search intensities 𝑇(𝐶𝑉𝐸𝑖) 

is output. Values range from 0 to 100. The numbers 

indicate the level of interest in the topic relative to the 

highest value in the time series for a specific region and 

time period. 100 points mean the highest level of request 

popularity, 50 - request popularity level, half as low as in 

the first case. 0 points means a location for which there 

is insufficient data on the request in question [1]. The step 

length is 1 day for 2019 vulnerabilities and 1 week for 

the rest. 

3. Vulmon [18]. A vulnerability search system that contains 

statistics on the number of hits within its limits. Its results 

can only be used to clarify the information received. 

Often the result of its use is incomplete or data is not 

available. 

 

 

IV. CVE TREND EVALUATION PROCESS  

This section consists of two parts: determining the 

characteristics and parameters of a trend and an automated 

method for estimating the CVE of a trend. 

A. MAIN CHARACTERISTICS EXTRACTION 

To analyze the resulting trend, it is necessary first of all to 

formalize it, namely, to determine the parameters specific to 

each case. For the analysis and determination of trend 

characteristics, the methodology that was proposed in [19] 

was used as the basis. As an example, Fig. 1 shows the 

dynamics of popularity and some characteristics of the trend 

CVE-2017-12542. A complete list of characteristics, as well 

as extraction methods, is presented in Table 1.  

 

 

Figure 1. Dynamics and main features of trend CVE-2017-

12542 

Table 1. Characteristics for assessing the trend of 

vulnerability 

Parameter Name Value 

Range 

Extraction Method 

Dynamics, 𝑫 [-90; 90] Eq. (1) 

Duration, 𝐿 [0; 100] Eq. (2) 

Mutability, 𝜎 [0; 100] Standard deviation 

Remoteness, 𝑹 [0; 100] Eq. (3) 

Frequency, 𝐹 [0; n] Sum of non-zero values 

We took into account the following factors: 

1. Dynamics or rate of change. Dynamics can be described 

by a straight line, the slope of which characterizes the 

tendency to increase or decrease interest. The 

quantitative value may be within the interval of the tilt 

angle [-90; 90]. The value is obtained based on the 

coefficients of the linear regression equation, namely the 

angular coefficient (b1): 
 

𝐷 = 57,2958 ∗ arctan(𝑏1). (1) 
 

2. Duration. Measured by the time interval from the first to 

the last burst of (non-zero) values. The result is a 

percentage of the duration to the total length of the time 

series. 
 

𝐿 = 100 ∗ (
𝑝𝑒𝑎𝑘𝑙𝑎𝑠𝑡−𝑝𝑒𝑎𝑘𝑓𝑖𝑟𝑠𝑡

𝑛
), (2) 

 

where 𝑛 – time series length, 𝑝𝑒𝑎𝑘𝑙𝑎𝑠𝑡  – index of the last 
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non-zero value, 𝑝𝑒𝑎𝑘𝑓𝑖𝑟𝑠𝑡 – index of the first non-zero 

value. 

3. Mutability. Reflects the distribution of the obtained 

values in the time series. In this paper, it is proposed to 

use the standard deviation to calculate the variance, as the 

most common indicator of the dispersion of random 

values relative to its mathematical expectation.  

4. Remoteness. It characterizes in percentage terms how far 

the last surge is distant from the current date: 
 

𝑅 = 100 ∗ (
𝑝𝑒𝑎𝑘𝑙𝑎𝑠𝑡

𝑛
). (3) 

 

5. Frequency. The total number of non-zero values in the 

trend. Most of the obtained trends contain a fairly small 

number of bursts. 

B. CVE TREND ESTIMATION METHOD 

The aim of this work is to obtain a method that is able to 

automatically assess the significance of the level of 

popularity of a vulnerability relative to a set and present the 

result in quantitative terms. The obtained result can be used 

for further calculations in [1]. 

For a given set of trend characteristics (𝑇𝑟𝑒𝑛𝑑𝑣𝑎𝑟𝑠) (see 

Table 1), it is required to construct a dependence from the 

input set of values to the output (𝑇𝑟𝑒𝑛𝑑𝑠𝑐𝑜𝑟𝑒(𝐶𝑉𝐸𝑖)).  

The ranges of values that can take input variables are 

given in Table 1. For each 𝐶𝑉𝐸𝑖 we collect from [15] data 

with 𝑇𝑟𝑒𝑛𝑑. As a result, we obtained more than 3,000 non-

empty vulnerability trends, which are represented as time 

series of data points. Manually estimation of each 

𝑇𝑟𝑒𝑛𝑑(𝐶𝑉𝐸𝑖) it is a time consuming and error-prone 

problem. So, it was decided to automate this task with a 

modeling technique. To automatically estimate the trend 

value based on the calculated characteristics and establish 

the relationship between the characteristics given in Table 1 

and the output trend (𝑇𝑟𝑒𝑛𝑑𝑠𝑐𝑜𝑟𝑒), a polynomial linear 

regression model is used. We employ a logistic regression 

because it is more intuitive and easily implemented. 

We are looking for the dependence on trend variables in 

the form of regression. All extracted variables we include 

into a logistic regression model: 

𝑇𝑟𝑒𝑛𝑑(𝐶𝑉𝐸𝑖) = 

𝑓(𝛼0 +  𝛼𝑑𝐷𝑖 + 𝛼𝑙𝐿𝑖 + 𝛼𝜎𝜎𝑖 + 𝛼𝑟𝑅𝑖 + 𝛼𝑓𝐹𝑖

+ 𝜀𝑖  ) 

(4) 

V. RESULTS AND FEATURE WORK  

For the experiment, we need to collect data set for the period 

2016 – 2018. This data set was divided into 3 according to 

each year. For each 𝐶𝑉𝐸𝑖 we send request to Google Trend 

service [16] with CVE id (𝐶𝑉𝐸𝑖𝑑), date of creation (𝐷𝑐𝑟𝑒𝑎𝑡𝑒𝑑) 

and current date ( 𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡). Response contains trend 

(𝑇𝑟𝑒𝑛𝑑𝑖), but in most cases it is empty. Then, we calculate a 

vector of characteristics (𝑇𝑟𝑒𝑛𝑑𝑣𝑎𝑟𝑠) for each non-empty 

obtained trend. Table 2 represents data sets overview. 

Table 2. Data sets overview and coefficient of 

determination 

Year 2017 2018 2019 Total 

Number of CVEs 14714 16556 12174 43444 

Training data set  184 118 98 403 

Full dataset size 941 824 293 2058 

𝑅2 0.398 0.737 0.5779 0.489 

Next step was to produce training sets for the declared 

model. We need to select data points for the training set, 

which are uniformly distributed in the resulting set.  

Assume, that the vector of characteristics (𝑇𝑟𝑒𝑛𝑑𝑣𝑎𝑟𝑠) is 

a five-dimensional point (𝑇𝑖) for each trend (𝑇𝑟𝑒𝑛𝑑𝑖). To 

select points for dataset, we need to represent high-

dimensional dataset in a low-dimensional space of two 

dimension. Obtained result we can visualize and select point 

from each region. We used t-SNE algorithm for 

dimensionality reduction [20]. For each data set by year, we 

run t-SNE algorithm and marked data point according to the 

expert evaluation metrics until all visualized regions were 

covered. Fig. 2 shows the intermediate stage of the process 

and data visualization markup. Evaluated trends are 

represented as blue dots, untagged dots are marked up by 

blue color.  

 

Figure 2. Intermediate stage of the data markup process using t-SNE 
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For each testing data set by year, logistic regression 

analysis was used to model output estimating trend score (eq. 

(4)). Next step, we evaluate obtained models by each year 

with different datasets and mixed dataset. According to 

Table 2, it is clear that the best results we obtained while 

using model, obtained from 2018 year dataset. Table 3 shows 

that the best results were obtained with the use of 2018 year 

dataset model. Fig. 3 displays graphical summary of 

applying best model to the testing dataset. Final logistic 

regression coefficients could be described as: 
 

𝑇𝑟𝑒𝑛𝑑(𝐶𝑉𝐸𝑖) =  −0.96 ∗ 𝐷𝑖 + 1.32 ∗ 𝐿𝑖 −
2.37 ∗ 𝜎𝑖 − 1.41 ∗ 𝑅𝑖 + 14.13 ∗ 𝐹𝑖. 

(5) 

 

Table 3. Data sets overview and coefficient of 

determination 

Training / Testing 2017 2018 2019 

2017 12.9 7.94 10.216 

2018 12.425 7.38 9.953 

2019 12.86 8.092 10.153 

 

 

 

Figure 3. Histogram of training and verification of the obtained model 

Thus, we have built a system for automatic reevaluation 

of vulnerabilities from the CVE database. This method is 

intended to simplify the SDL procedure during development, 

to rank vulnerabilities in ascending order of risks, determine 

the most critical and state-of-the-art issues.  

There are several possible ways, which could improve 

our results. For example, you can improve training datasets 

and retrain model again. This occurs due to improper data 

markup. Apply Internet Archive Search approach and extend 

trend characteristics set. Next step is to embed the regression 

coefficients into the evaluation system [1] to add dependence 

of the final result relevance on time. 
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