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 ABSTRACT Image segmentation is a fundamental and important step in many computer vision applications. One of 
the most widely used image segmentation techniques is clustering. It is a process of segmenting the intensities of a non-
homogeneous image into homogeneous regions based on their similarity property. However, clustering methods require 
a prior initialization of random clustering centers and often converge to the local optimum, thanks to the choices of the 
initial centers, which is a major drawback. Therefore, to overcome this problem, we used the improved version of the 
sine-cosine algorithm to optimize the traditional clustering techniques to improve the image segmentation results. The 
proposed method provides better exploration of the search space compared to the original SCA algorithm which only 
focuses on the best solution to generate a new solution. The proposed ISCA algorithm is able to speed up the 
convergence and avoid falling into local optima by introducing two mechanisms that take into account the first is the 
given random position of the search space and the second is the position of the best solution found so far to balance the 
exploration and exploitation. The performance of the proposed approach was evaluated by comparing several clustering 
algorithms based on metaheuristics such as the original SCA, genetic algorithms (GA) and particle swarm optimization 
(PSO). Our evaluation results were analyzed based on the best fitness values of several metrics used in this paper, which 
demonstrates the high performance of the proposed approach that gives satisfactory results compared to other 
comparison methods. 
 

 KEYWORDS Clustering; Image Segmentation; Improved Sine Cosine Algorithm (ISCA); Classification; 
Optimization. 
 

I. INTRODUCTION 
HE purpose of image analysis is to extract the 
characteristic information contained in an image. The 

result of such an analysis is often called the structural 
description. This can take the form of an image or any data 
structure allowing a description of the entities contained in the 
image. In contrast to the interpretation phase, the analysis tries, 
as much as possible, to ignore the context (i.e., the application). 
Essentially, image analysis uses segmentation where we try to 
associate a label to each pixel of the image based on the 
information carried (grayscale or color), its spatial distribution 
on the image medium, simple models. 

The objective of segmentation is to simplify the image into 
segments that have a strong correlation with real-world objects 
in order to facilitate its analysis. In other words, segmenting an 
image means changing it into a machine-readable 
representation. Thus, image segmentation has been of great 
interest to imaging researchers for the last three decades. 
However, until today, no universal method for image 
segmentation exists. Each proposed method is often effective 
for a given type of image, and for a given application. 

Researchers are constantly opening new horizons and 
exploring different techniques in order to create more and more 
efficient approaches. Segmentation is mainly used as a pre-
processing step to annotate, enhance, analyze, classify, 
categorize, and/or summarize the image information set. 
Generally, image segmentation techniques are based either on 
the search for local discontinuities (edge detection) or on the 
detection of image areas (region extraction). 

Many image processing applications cannot do without the 
segmentation step. This is the case in the various applications 
of [1] remote surveillance for the detection of mobile objects, 
in the medical field [2], [3] and in the field of security and 
cryptography [4]. 

A multitude of segmentation methods are proposed in the 
literature, but it is not easy to choose a best technique for image 
segmentation. As for many segmentation tasks in image 
processing, the variability from one image to another represents 
a limit to the performance of segmentation subtlety. Several 
methods exist, including: split/merge [5], region growing [6], 
[7], active contouring [8], [9], clustering [9], [10], graphical 
clipping [11], genetic algorithms [12], etc. Among the many 
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existing methods, image segmentation by clustering appears to 
be one of the most used segmentation techniques because of its 
efficiency and speed. This method can be used directly or easily 
adapted for dimensional data, its use for images was practically 
an intuitive choice. Thus, clustering is defined as the process of 
grouping similar objects into a single class (cluster), and 
dissimilar objects into different classes. This according to a 
given similarity criterion. The clustering techniques proposed 
in the literature for image segmentation can be classified into 
two categories. Partitioning methods (non-hierarchical) [13]; or 
hierarchical methods [14], which are often based on similarity 
or distance criteria between pixels. Among the most used non-
hierarchical clustering methods is the k-means. 

The evaluation of image segmentation poses a major 
problem in distinguishing between the different segmentation 
methods found in the literature, which involves a fundamental 
conflict between objectivity and generality [15]. 

Segmentation methods are often based on the minimization 
of a criterion or the estimation of parameters (models). When 
confronted with very difficult cases, these methods use either 
simplifying assumptions on the models or segmentation criteria 
and attributes of low complexity. Contrary to these so-called 
classical methods, metaheuristics have the advantage of 
treating the image segmentation problem as a whole, thanks to 
their ability to find sub-optimal solutions close to the global 
optima in reasonable computation times. Thus, the 
segmentation problem can be treated under a different angle, 
which does not require the use of a priori simplifications 

The strength of metaheuristics lies in their stochastic 
character allowing them to exploit very large search spaces and 
their acceptance of degraded solutions allowing them to get rid 
of the blocking problem in local minima. These methods are, 
for the most part, inspired by from physics (simulated 
annealing), biology (evolutionary algorithms) or ethology 
(particle swarms, ant colonies, etc.). 

Optimization metaheuristics have been widely exploited by 
several authors to improve the quality of image segmentation 
according to several well-recognized segmentation evaluation 
criteria in the literature. Simulated annealing has been used in 
works [16]. Ant colony optimization has been used by Khorram 
et al [17], and particle swarm optimization by Tan et al [18]. 
Genetic algorithms have been exploited by Khrissi et al [19]. 
Moreover, other metaheuristics and their hybridization have 
been proposed by Yue et al [20], and Karthikeyan et al [21] 

SCA is among the recent promising population-based 
metaheuristic algorithms described by Mirjalili in 2016. This 
algorithm is based on the properties of sine and cosine 
trigonometric functions to perform mining and exploration of 
the search space. SCA has been tested on many benchmark 
functions, and has shown its performance and high efficiency 
compared to several well recognized metaheuristics existing in 
the literature. It is used to solve various optimization problems 
such as image processing, robot trajectory planning, feature 
selection, economic dispatching, radial distribution networks, 
etc. [22]. 

The original SCA suffers from some limitations, such as 
locking in local optima, slow convergence, unbalanced 
operation, and it is time consuming. In this paper, we present 
an improved version of SCA that improves the performance of 
the traditional SCA to handle the clustering problem. 

However, like other population-based algorithms, the 
original SCA suffers from some limitations, such as blocking 
in local optima, slow convergence and unbalanced operation. 

In this paper, we present an improved version of SCA, called 
ISCA (improved sine cosine algorithm). The use of ISCA 
improves the performance of the traditional SCA to deal with 
the clustering problem whose objective is to increase the 
quality of segmented images. The improvement of the SCA is 
done at the level of the update of the modified position by 
integrating inertia weights to accelerate the convergence and of 
course to avoid falling in local optima. The performance of the 
proposed technique has been evaluated on different types of 
reference images and compared by several metaheuristics such 
as the original SCA and others. ISCA shows an efficiency of 
clustering to obtain the best image segmentation result. 

The rest of this paper is organized as follows: in the second 
part, we describe the previous work. The third part will be 
devoted to the theoretical framework. The clustering method 
proposed by ISCA is treated in the fourth part. The fifth part 
will be devoted to the discussion of the obtained results, and 
the conclusion will be addressed in the last part. 

II. RELATED WORKS 
Image segmentation by clustering has been the subject of 
various studies that have given rise to a multitude of 
approaches. These approaches can be differentiated according 
to the similarity measure used during the classification of the 
pixels. Any function that evaluates the degree of similarity 
between pixels can be used for this purpose. The most efficient 
data clustering algorithms are the K-means algorithm and the 
fuzzy C-means algorithm (FCM), but the solution of these 
methods depends on the initial random state and always 
converges to the local optimum [23]. This motivates authors to 
integrate metaheuristics to optimize traditional algorithms. 
Nowadays, several metaheuristics have been used to solve the 
problem of image segmentation. Among these works we can 
cite: 

Singh [24] describes a method of segmentation of 
sunflower leaf images performed by particle swarm 
optimization algorithm. this technique has an important aspect 
for disease classification, the results obtained are very 
satisfactory which have given by the experiments performed on 
leaf images. The average classification accuracy of the 
proposed technique is up to 98,0 %, but the most recent 
methods do not reach this accuracy. 

Tongbram et al [25] proposed a new image segmentation 
approach based on Whale Optimization Algorithm (WOA) and 
Fuzzy c-means (FCM) with the use of noise detection and 
reduction mechanism. The number of iterations is almost equal 
between the exploration and exploitation phases because they 
are performed separately. The WOA algorithm showed higher 
convergence speed and better avoidance of local optima 
simultaneously. The effectiveness of the technique proposed by 
the authors was tested using synthetic images and medical 
resonance imaging (MRI) images by taking different types of 
noise. The obtained results are validated by comparison with 
other existing segmentation methods and evaluated by different 
evaluation indices well known in the literature. 

Bosco [27] described a new image segmentation algorithm 
based on genetic algorithms that allow us to consider the 
segmentation problem as a global optimization problem 
(GOP). The fitness function is based on the similarity between 
images. The results obtained from real images, show a good 
performance of the proposed method. 

Jia et al [26] presented a new efficient image segmentation 
approach based on the hybridization between the Grasshopper 
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Optimization Algorithm (GOA) and Minimum Cross Entropy 
(MCE). A series of experiments is performed on various 
satellite images to evaluate the efficiency of the proposed 
algorithm and a comparison has been made to standard 
methods, as well as to advanced satellite image thresholding 
techniques based on different criteria. The superiority of the 
proposed algorithm is presented in different aspects and metrics 
well recognized in the literature, such as average fitness 
function value, peak signal-to-noise ratio (PSNR), structural 
similarity index (SSIM), standard deviation (STD), and others. 

Farmer et al [27] described a segmentation method that uses 
the classification subsystem as an integral part of the 
segmentation, which provides contextual information about the 
objects to be segmented. The performance of the segmentation 
wrapper technique is shown by the genetic algorithm (GA) on 
real complex images of occupants of motor vehicles. the results 
obtained are very satisfactory either at the segmentation level 
are extremely accurate, or at the classification level which 
arrives an accuracy of 88%. 

Recently, Mirjalili et al [21] proposed a new population-
based meta-heuristic optimization algorithm for solving 
optimization problems, called Sine Cosine Algorithm (SCA). 
The SCA creates several random initial candidate solutions and 
requires them to scale outward or to the best solution using a 
mathematical model based on sine and cosine functions. The 
sine-cosine algorithm has the advantage of fewer parameters, 
simple structure, and easy implementation. It has attracted the 
attention of many researchers. With the deepening of the 
research, improved methods and practical applications of the 
SCA have been proposed. The literature shows that this 
algorithm very much uses to study the real engineering 
problems by examples: In [28], SCA is used to optimize the 
position and size of the capacitor bank to solve voltage 
instability and line loss problems in the radial distribution 
system. In [28], [29], SCA is used to optimize the connecting 
rods of car engine. In [40], the SCA is used for frequency band 
selection and allows to obtain a subset of frequency bands with 
higher classification accuracy.   

Many recent studies that are presented improvements on the 
SCA algorithm to overcome the drawbacks of traditional SCA: 
Fernández et al [30] proposed a binary percentile SCA 
(BPSCOA) to solve the set coverage problem (SCP), Tuncer 
[31] proposed a new weighted chaotic SCA (LDW-SCSA) 
based on the integration of chaos in the SCA for numerical 
function optimization, Liang et al [32] presented an 
oppositional chaotic SCA (COSCA) for solving global 
optimization problems, Zamli et al [33] proposed an adaptive 
SCA for solving the combinatorial testing problem and Abdel-
Fatah et al [34] introduced a modified SCA (MSCA) based on 
Lévy Flight distribution. 

In this paper, we will use an improved version of SCA 
called ISCA to deal with the clustering problem whose 
objective is to increase the quality of the segmented images. 
The ISCA process works as follows, the marked individuals 
update their position using a combination between two 
mechanisms which takes into account the first is the given 
random position of the search space and the second is the 
position of the best solution found so far. The experimental 
results of the ISCA algorithm were compared with those of 
well-known metaheuristics such as GA, PSO and original SCA. 

 
 

III. METHODOLOGY 

A.  ORIGINAL SCA 
The basic SCA proposed by [21] could be a modern 
optimization strategy to solve optimization problems. The SCA 
makes some irregular candidate arrangements at the beginning 
and forces them to fluctuate outwards or towards the finest 
arrangement using a numerical demonstration based on sine 
and cosine capabilities. In addition, some arbitrary and versatile 
factors are coordinates in this algorithm to focus on 
investigation and misuse of space at distinct stages of 
optimization. 

The SCA is a stochastic algorithm [21] that contains several 
iterations. We update, for each iteration, the solutions 
according to the sine or cosine function by the following 
expressions: 

 

𝑋(𝑖, 𝑗)௧ାଵ = 𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ sin(𝑟ଶ) ∗ |𝑟ଷ ∗ 𝑃(𝑗)௧ − 𝑋(𝑖, 𝑗)௧|,  (1) 
 𝑋(𝑖, 𝑗)௧ାଵ = 𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ cos(𝑟ଶ) ∗ |𝑟ଷ ∗ 𝑃(𝑗)௧ − 𝑋(𝑖, 𝑗)௧|, (2) 

 

Such as, 
 X(i, j)୲ : the position of the current solution (i) in dimension 

(j) at the iteration (t). 
 P(j)୲ :  the position of the best individual in dimension (j) 

at the iteration (t),  
| e |:  the absolute value of (e). 
 rଵ, rଶ and rଷ are three random variables. 
The two expressions (1) and (2) presented blow give the 

following formula: 
 

𝑋(𝑖, 𝑗)௧ାଵ 

= ൜
𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ sin(𝑟ଶ) ∗ |𝑟ଷ ∗ 𝑃(𝑗)௧ − 𝑋(𝑖, 𝑗)௧|  if 𝑟ସ < 0,5

𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ cos(𝑟ଶ) ∗ |𝑟ଷ ∗ 𝑃(𝑗)௧ − 𝑋(𝑖, 𝑗)௧|  if 𝑟ସ ≥ 0,5
, (3) 

 

Such as rସ 𝜖 [0  1].  
Expression (3) represents a circular search model [21]. In 

this model, the best solution is located in the center of a circle 
and the search area surrounds this solution. This area is divided 
into sub-areas representing possible exploration areas for Xi. 
The parameters rଵ,rଶ,rଷ and rସ are defined as follows: 

 rଵ controls how Xi varies in these areas. Indeed, if  rଵ> 1 
then Xi moves towards P. Otherwise, this point moves away 
from P. In addition,  rଵ is used in the balancing of the 
exploration and exploitation phases, since it allows to be 
reduced by the expression (4). 

rଶ control how far Xi moves along its direction according 
to rଵ. 

rଷ brings a random weight to the destination in order to 
stochastically emphasize (rଷ> 1) or de-emphasize (rଷ< 1) the 
destination effect in the distance definition. 

rସ to switches between the sine and cosine components of 
equation (3). 

The random number  rଵ determine the exploration phase 
(when  rଵ> 1) or exploitation phase (when rଵ<1). The value of 
 rଵ which is adopted in the SCA is given by the formula (4):  

 

𝑟ଵ = 𝑎 − 𝑎 ∗
௧

்
 ,                                     (4) 

 

where T is the maximum number of iterations to be given as a 
stopping criterion of the algorithm. t is the current iteration and 
a is a constant. 

The SCA algorithm is given in Algorithm 1. 
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Algorithm1: Original SCA. 
1. Initialize a set of search agents (solutions) (X)  
2. repeat  
3. Evaluate each of the search agents by the objective 

Function 
4. Update the best solution obtained so far (P = X) 
5. Update the parameters rଵ,rଶ and rଷ 
6. Update the poison of search agents using Eq. (3) 
7. until (t < 𝑇) 
8. Return the best solution obtained so far as the global 

optimum 

B.  IMPROVED SINE COSINE ALGORITHM 
Although the sine-cosine algorithm effectively balances the 
ability to explore and produce the solution space by four 
parameters ( rଵ,rଶ,rଷ and rସ), but it suffers from some 
limitations, such as slow convergence, slow excision time and 
also trapping in local optima due to premature convergence in 
optimization problems. In order to increase the performance of 
the algorithm and avoid local optima. We present a new ISCA 
algorithm that takes into account two solution positions: the 
first is the position of the best solution found so far, and the 
second is a random position taken in the search space. The 
proposed idea is to make the generation of the potential solution 
render not only the best solution, but also another randomly 
generated solution position. With this method, the global 
search capability and local search capability of the algorithm 
during the exploration period are improved, and the probability 
of falling into the local minimum is reduced. To translate this 
idea concretely, we propose that the new position of the 
solution (i) is determined by the following relation: 

 

𝑋(𝑖, 𝑗)௧ାଵ =(1-𝑟ଵ) ∗  𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ 𝑅,                 (5) 
 

where 𝑅 is a random position in the interval of the search space. 
The weights (1-𝑟ଵ)  and (𝑟ଵ) represent the weights relative 

to the current position 𝑋(𝑖,𝑗)𝑡 and the random position 𝑅 
respectively. These parameters affect the position of the new 
solution. Indeed, the latter is influenced by the random position 
R at the beginning of the search. This influence is degraded 
iteratively by the first parameter. Consequently, at the end of 
the search, the position of the new solution tends towards its 
current position. This operation of attraction between the 
position R and the current position expresses the passage from 
divergence to convergence. In addition, we introduce some 
improvements to the system of equations (3). First, we propose 
to merge the two sine and cosine formulas into a single 
formula: instead of switching between two formulas, we want 
to limit the position update to only one formula among the two 
previous ones. Second, to obtain a good compromise between 
intensification and diversification, we present a new equation 
combined by the two random variables c and r1. This allows to 
ensure the efficient transition between exploration and 
exploitation. 

The updates of the new agent positions and the 
diversification strategy are shown in the following equation (6): 

 
𝑋(𝑖, 𝑗)௧ାଵ 

= ൜
(1 − 𝑟ଵ) ∗  𝑋(𝑖, 𝑗)௧ + 𝑟ଵ ∗ 𝑅                                if c < 𝑟ଵ

𝑃(𝑗)௧ + 𝑟ଵ ∗ sin(𝑟ଶ) ∗ |𝑟ଷ ∗ 𝑃(𝑗)௧ − 𝑋(𝑖, 𝑗)௧|  if 𝑐 ≥ 𝑟ଵ
,  (6) 

where: 
𝑐 is given by the following formula 𝑐 =  𝑏 ∗  𝑟ଵ.  

𝑏 is an integer generally greater than 1 which is used to 
amplify the parameter 𝑐.  

The larger the parameter 𝑏, the more likely it is that we will 
have a diversification, otherwise we intensify the search for the 
best solution P. 

Algorithm 2 below illustrates the pseudocode of our ISCA 
algorithm: 

 
Algorithm 2: ISCA Algorithm 
1 Initialize the positions of the agents (X) 
2 Compute the (fitness) for any agent 
3 Select the best position (𝑏𝑒𝑠𝑡௣௢௦) 
4 Set the max numbers of iteration T 
5 While (t<T)  
    𝑟ଵ = 𝑎 − 𝑎 ∗

௧

்
 

   for each agent Xi in the population do 
               𝑟ଶ = (2 ∗ 𝑝𝑖) ∗ 𝑟𝑎𝑛𝑑() 
               𝑟ଷ = 𝑟𝑎𝑛𝑑() 
               𝑟ସ = 𝑏 ∗ 𝑟𝑎𝑛𝑑() 
  if (𝑟ସ < 𝑟ଵ) then 
            𝑚 = 𝑔𝑒𝑡_𝑟𝑎𝑛𝑑_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(); 
                            𝑋(𝑗) = (1 − 𝑟ଵ) ∗ 𝑋(𝑗) + 𝑟ଵ ∗ 𝑚 
 else 

                      𝑋(𝑗) = 𝑏𝑒𝑠𝑡௣௢௦(௝) +  𝑟ଵ ∗ (sin(𝑟ଶ)) ∗ 𝑎𝑏𝑠(𝑟ଷ

∗ 𝑏𝑒𝑠𝑡௣௢௦(௝) −  𝑋(𝑗)) 
 end 
6  end  
7 Recalculate the (fitness) for each agent (X) 
8 Get the best position (best୮୭ୱ). 
9  t = t + 1 
10 end of while 

IV. PROPOSED CLUSTERING METHOD 
In this section, we will address the image segmentation 
problem using the clustering approach. This proposed method 
uses a clustering technique based on the ISCA algorithm to find 
combinations of features that maximize the inter-class distance 
and minimize the intra-class distance.  The goal of our 
approach is to find an optimal point in the search space that 
minimizes the fitness function that we formulated in expression 
(7) in the section below. The search space for each feature, 
represented by an individual dimension, and the range of each 
dimension from 0 to 1 are very large and thus require a smart 
search method.  

The approach proposed in this paper is based on the ISCA 
algorithm to find a better classification of image pixels that 
have the same similarity. The ISCA optimizer allows a better 
exploration of the search space in order to improve the image 
segmentation results, especially the classification performance. 
We proved that this exploration capability is guaranteed thanks 
to a strategy based on two mechanisms: first, two solution 
positions are considered, the first position is always the best 
solution already found, and the second is another random 
position chosen in the search space. With this combination, we 
expect to obtain a better exploration of the latter, which leads 
to cut the space of individuals (pixels) into homogeneous areas 
according to a similarity criterion (criterion of proximity of 
their attribute vectors in the space of representation between the 
individuals). The most commonly used criterion in the 
literature is the Euclidean distance, which finds the minimum 
distance between the points with each of the available clusters 
and assigns the point to the cluster. 



Lahbib Khrissi et al. / International Journal of Computing, 21(2) 2022, 159-168  

VOLUME 21(2), 2022 163 

Image segmentation by clustering has been the subject of 
various studies that have led to a multitude of approaches. 
These approaches can be differentiated according to the 
similarity measure used during the classification of pixels. Any 
function that evaluates the degree of similarity between pixels 
can be used for this purpose. The measures used by similarity-
based clustering methods are considered local measures (e.g., 
the similarity between two pixels or the similarity between 
pixels and the center of a region). In this paper, we used the 
nonlinear cost function to solve the clustering problem as the 
one treated in classical clustering algorithms like k-means, this 
function is the Euclidean distance. The minimization of this 
objective function (fitness), which is one of the main objectives 
of clustering, leads to a higher similarity in each cluster and to 
the difference with other clusters. This function is formulated 
by the following expression: 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠൫𝑥௜ , 𝑐௝൯ = ∑ ∑ ฮ𝑥௜ − 𝑐௜௝ฮ
ଶ௄

௝ୀଵ
ே
௜ୀଵ ,                (7) 

where 𝑐௜௝  refers to the cluster center vector of the ith member of 
the jth cluster (c୧୨).  

N and K are the number of picture elements and the number 
of clusters, respectively. 

The process of our approach is realized by the following 
step: in the first step, the positions of the solutions are randomly 
initialized in the search space. Then, a loop of T (maximum 
iteration) steps is executed for the consistent clusters. At each 
iteration of this loop, the score (fitness) of each solution is 
calculated using the objective function defined in formula (7). 
After this evaluation phase, the best solution (best୮୭ୱ) in the 
population is determined based on the best score. The updating 
of the solution positions is done using the system of equations 
(6) in which each agent swaps between its two formulas, 
serving the diversification and intensification strategies, 
respectively. This alternation is controlled using the two 
parameters 𝑟ଵ and 𝑟ସ, where 𝑟ଵ decreases steadily with each 
iteration while the variable 𝑟ସ receives random values between 
0 and 1. The diversification phase is performed if the condition 
(𝑟ସ<𝑟ଵ) is verified, otherwise intensification is performed. 
Furthermore, the update of the parameters (𝑟ଵ, 𝑟ସ) is adjusted to 
obtain an appropriate transaction of the diversification strategy 
to the intensification, which ensures a good balance between 
them. 

The main steps of the algorithm proposed by our approach 
are presented in algorithm 2 below: 

 
Algorithm 2: Algorithm of the proposed method 
Step 1: Initialize the problem and the parameters of the 
algorithm. 

The performance of the clustering algorithm is evaluated 
using the fitness function described in equation (7). In this 
article, each cluster center is considered as a decision variable.  
Step 2: Initialize the search agents (solutions). 

Search agents are initialized with image points chosen at 
random from the given set of points. 
Step 3: Evaluation of the research agents. 

The performance of search agents is calculated using the 
fitness function, which is mentioned in equation (7). The 
position of the best search agent is updated using the fitness 
values. 
Step 4: Update the position of the search agents. 

The parameter values are updated. The position of the search 
agents is updated using equations (6) or (5) depending on the 
value of 𝑟ସ relative to 𝑟ଵ. 
Step 5: stoppage criteria. 

 

The calculation is complete when the stoppage criterion is 
met. Otherwise, steps 3 and 4 are repeated. Finally, the best 
search agent is selected and is considered the best cluster center 
of the set of points in the image. 

The advantages of the ISCA optimizer over other 
metaheuristics because it is characterized by its fast 
convergence speed and also simple to implement, the 
application of this algorithm in the field of clustering shows a 
very important efficiency since it is able to produce optimal 
cluster centers and gathers the data of the same cluster with 
greater similarities, while the data of different clusters have 
greater dissimilarities [35]. 

The proposed method is illustrated in the form of the 
flowchart in Fig. 1. 

Original Image

 Initialize number of clusters as K

Initialize the positions of the agents (X)

 Compute the fitness function value for
each X using Eq (7)

Update r2, r3 and r4

If (r4<r1)

Update the position 
of the current 
search by (5)

Update the position 
of the current 
search by (6)

If (t<T)

t=t+1

 Return the best solution

Display the clustering results

Segmented image

YesNo

Yes

No

 

Figure 1. The flowchart of the proposed approach 

V. EXPERIMENTAL RESULTS 
In order to study the performance of the proposed method with 
the ISCA algorithm in the field of image segmentation by 
clustering, a series of experiments has been performed using 
natural reference images. In addition, to evaluate and validate 
our proposal we have made a comparison with other 
metaheuristic algorithms under the same conditions, namely: 
the original SCA algorithm [36], genetic algorithms (GA) [37] 
and the particle swarm optimization algorithm (PSO) [38]. The 
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experiment was performed on a 64-bit Windows 10 platform 
on a 7th generation Intel Core (TM) i5 processor with 8 GB of 
RAM using MATLAB 2014b.  The results obtained by the 
different algorithms were analyzed on a set of quantitative 
measures to evaluate the effectiveness of the proposed method: 
on the one hand the performance of the ISCA optimization 
algorithm and on the other hand, the quality of the segmented 
image. We performed several tests by changing the number of 
clusters k at each run to verify the results of the experiments. 
In this section, we will only present the results obtained with 
k=4 to avoid putting all these different tests. In order to get a 
fair comparison, the results were calculated after running each 
algorithm 20 times and the population size for all algorithms is 
set to 30 and each algorithm runs the same maximum number 
of iterations which was 200. The parameters for each algorithm 
are taken from the original reference. 

Fig. 2 shows original images selected from the database 
(BSD300) [37], which are used in the experiments. Four 
images are used to evaluate the performance of each algorithm 
in the comparisons. The names of these images are Image1, 
Image2, Image3 and Image4. 

     Image 1 Image 2 

      Image 3 Image 4 

Figure 2. The four original images selected in the database 
BSD300. 

Figs. 3, 4, 5 and 6 show the image segmentation results of 
the different algorithms. 

Figure 3. The results of image Image1 

GA PSO 

SCA Proposed  

Figure 4. The results of image Image2 

 

GA PSO 

SCA Proposed  

Figure 5. The results of image Image3 

 

GA PSO 

SCA Proposed  

Figure 6. The results of image Image4 

GA 
PSO 

SCA Proposed  
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A.  PERFORMANCE MEASURE 
In order to evaluate the effectiveness of each algorithm in 
determining the best clusters to improve the image 
segmentation process, a set of metrics is used [39]: structural 
similarity index (SSIM), peak signal-to-noise ratio (PSNR), as 
well as root mean square error (RMSE), which are given in 
Equations 8,9,10 respectively. 

The SSIM is developed to measure the visual quality of a 
segmented image, compared to the original image. 

 

𝑆𝑆𝐼𝑀(𝐼, 𝐼௦) =
(ଶఓ಺ఓ಺ೞା௖భ)(ଶఙ಺,಺ೞା௖మ)

(ఓ಺
మାఓ಺ೞ

మା௖భ)(ఙ಺
మାఙ಺ೞ

మା௖మ)
 ,        (8) 

 
where: 
 𝜇ூ and 𝜇ூೞ

 represent the mean intensity of the images I and 
𝐼௦, respectively;  

𝜎ூ and 𝜎ூೞ
 represent the standard deviation of I and 𝐼௦, 

respectively; 
𝜎ூ,ூೞ

 is the covariance between I and 𝐼௦ (where the value of 
two constants are set to 𝑐ଵ = 6.50 and 𝑐ଶ =58.52) 

The BSNR is used to measure the quality of the output 
image. It is represented by the proportion between the 
maximum powers that can be achieved and the spurious noise 
that influences the likeness of the image. 

 

𝐵𝑆𝑁𝑅 = 20𝑙𝑜𝑔ଵ଴(
ଶହହ

ோெௌா
)                       (9) 

𝑅𝑀𝑆𝐸 = ඨ 
∑ ∑ ൣூ൫௜,௝)ିூೞ(௜,௝)൯൧

మೂ
భ

ಾ
భ

ெ×ொ
                  (10) 

where 𝐼 and 𝐼௦ represent the original image and the segmented 
image of size 𝑀 ×  𝑄, respectively. 

In addition, additional measures are described to evaluate 
the performance of the proposed method for image 
segmentation. These metrics quantitatively evaluate the quality 
of the cluster. The internal quality compares different sets of 
clusters without any reference to external knowledge. A good 
clustering method is one with high similarity within the cluster 
and low similarity between clusters. To show the performance 
of our clustering approach, we studied the cluster quality of the 
segmented image using three measures[40] XB, CE and PC, 
given in formulas ( 11), (12) and (13) respectively. 

The Xie and Beni index (XB) determines the ratio of the 
total variation of the interior of a cluster to the separation of the 
clusters: 

 

𝑋𝐵 =
∑ ∑ (௨೔,ೖ)೘೙

ೖసభ ‖௫ೖି௩೔‖మ೎
೔సభ

௡ ୫୧୬
೔ೖ

‖௫ೖି௩೔‖మ  .                       (11) 

The classification entropy (CE) calculates the blurring of 
the cluster partition: 

𝐶𝐸 = −
ଵ

௡
∑ ∑ 𝑢௜௞ 

௡
௞ୀଵ

௖
௜ୀଵ log 𝑢௜௞ .                  (12) 

The partition coefficient (PC) determines the amount of 
overlap between clusters:  

𝑃𝐶 =
ଵ

௡
∑ ∑ (𝑢௜௞ )

ଶ                               ௡
௞ୀଵ

௖
௜ୀଵ  (13) 

B.  RESULTS AND DISCUSSIONS 
The results of the comparison of the proposed ISCA clustering 
method with the other three algorithms are presented in Tables 
1-4 and Figs. 7-9. 

Figs. 7, 8 and 9 below, shows the values of RMSE, BSNR 
and SSIM respectively obtained by the four methods depending 
on the test images used in the experiment. 

 

 

Figure 7. RMSE values obtained by the four algorithms. 

 

 

Figure 8. PSNR values obtained by the four algorithms. 

 

Figure 9. SSIM values obtained by the four algorithms. 
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To discuss the quality of the segmented image we note that 
the low value of RMSE means the image is of good quality as 
well as the low value of PSNR and SSIM means the image is 
of poor quality. In terms of RMSE, PSNR and SSIM 
measurements, the results of the comparison are given in Figs. 
7-9. Based on these results, we can see that note approach has 
the best PSNR and SSIM values, followed by SCA and PSO; 
the worst is GA. Moreover, according to the RMSE measure, 
the values obtained by our approach are very low compared to 
other algorithms of comparison clustering. These results 
indicate that the ISCA algorithm is very efficient and able to 
escape local optima. So, we can say that our clustering 
approach gives good results, which shows that the segmented 
image is of better quality compared to other algorithms. 

The metric values of the test images are shown in Tables 1, 
2, 3 and 4 below. To facilitate the comparison of XB, CE and 
PC values for each image, we note that a clustering method is 
better and performs well if the XB and CE values are low while 
the PC value is high. 

Table 1. Results of the four clustering methods on Image1 

 XB CE PC 

GA 3,7862e+03 0,4933 0,6494 

PSO 2,8192e+03 0,4314 0,7764 

SCA 2,0143e+03 0,3920 0,8244 

Proposed 2,0001e+03 0,3920 0,8414 

Table 2. Results of the four clustering methods on Image2 

 XB CE PC 

GA 527,5608 0,5391 0,7384 

PSO 550,7512 0,4297 0,7586 

SCA 516,3101 0,4335 0,7745 

Proposed 511,2811 0,4301 0,7911 

Table 3. Results of the four clustering methods on Image3 

 XB CE PC 

GA 543,9865 0,4221 0,7643 

PSO 2,1982e+03 0,3923 0,7132 

SCA 2,0982e+03 0,3819 0,7710 

Proposed 423,9804 0,3655 0,7664 

Table 4. Results of the four clustering methods on Image4 

 XB CE PC 

GA 1,3154e+03 0,4221 0,7643 

PSO 1,3128e+03 0,3923 0,7132 

SCA 1,2682e+03 0,3819 0,7710 

Proposed 1,2312e+03 0,2971 0,7876 

 
Tables 1-4 show the results of the comparison between the 

proposed ISCA-based clustering approach and the other 
techniques mentioned above in terms of cluster quality 
measures for each image used in the experiment where the bold 
value in each column indicates the best result obtained among 
the four algorithms. We found that our approach is 
approximately better in terms of cluster quality than the other 
techniques. From these tables, we notice that the values of XB, 
CE and PC obtained are varied from one image to another, but 

overall will guide to find good clusters which explains that our 
approach is slightly better than other methods for all test 
images. 

To validate the performance of the proposed method, we 
will discuss the results obtained for each image separately. 
From the results of image1, we can see that the segmented 
image obtained by our method is better than the others because 
it is sharper and displays all the areas that introduce the original 
image. Moreover, according to Table 1, the XB and PC values 
of our proposed approach are slightly better than the other 
methods. But in terms of EC, clustering by SCA obtains the 
same value as the proposed ISCA clustering. From the results 
of image2 displayed in Table 2, we can see the obvious edges 
in the image of our method, and these XB, CE values are much 
smaller than those of other methods. In terms of PC, clustering 
by SCA achieves the best result. Table 3 shows the results of 
image3, from these results, the segmentation effect of our 
approach is quite obvious. Moreover, the PC and XB values of 
our proposed approach are better than those of other 
approaches. In terms of EC, PSO clustering obtains the best 
result. Finally, Table 4 shows the results of image4, these 
results clearly show that our approach performs better than 
other clustering versions, the segmented image has sharp edges 
and significant features and the obtained XB, CE and PC values 
are better compared to other approaches. 

From the previous results, it can be concluded that the 
proposed ISCA-based clustering algorithm avoids the 
limitations of the original SCA, PSO and GA algorithms. 
Moreover, it provides better results in image segmentation, 
based on performance metrics (SSIM, PSNR and RMSE) than 
the other three algorithms, and also the quality of clusters is 
discussed by three parameters (XB, CE and PC), the results 
obtained validate that our technique is better. In particular, the 
CE values of the proposed approach are close to zero, which 
indicates that the cohesion within the clusters is very high. 

In summary, the experimental results used that the proposed 
ISCA-based clustering provides better values in terms of 
cluster quality measures that allow to obtain good qualities of 
the segmented image. 

VI. CONCLUSIONS 
Image segmentation is one of the most important tasks in image 
analysis and computer vision. Clustering is one of the most 
popular and powerful methods to perform image segmentation. 
In this technique, this problem is formalized as a combinatorial 
optimization problem. Hence the use of metaheuristics. In this 
paper, we have introduced a new and improved version of the 
SCA algorithm (named ISCA) to handle the clustering 
problem. This algorithm is based on a new strategy of moving 
individuals in the search space. More precisely, the update of 
the positions of the solutions is performed by taking into 
account two positions of the solutions in their generations: the 
best solution plus a second randomly generated position. 
Thanks to this strategy, the proposed approach ensures a wide 
exploration of the search process and converges to the optimal 
solution. The use of this ISCA algorithm has shown several 
advantages, including significant efficiency and simplicity of 
its design which is based on the sine and cosine mathematical 
functions to perform the exploitation and exploration of the 
search space. Our proposed approach is compared with other 
methods based on several evaluation criteria and the 
experimental results on several test images show the 
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performance of the proposed approach. Based on the proposed 
ISCA-based clustering results, it can be used in other 
applications including feature selection. 
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