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 ABSTRACT Segmentation of abnormal masses in kidney images is a tough task. One of the main challenges is the 
presence of speckle noise, which will restrain the valuable information for the medical practitioners. Hence, the 
detection and segmentation of the affected regions vary in accuracies. The proposed model includes pre-processing and 
segmentation of the diseased region. The pre-processing consists of Gaussian filtering and Contrast Limited Adaptive 
Histogram Equalization (CLHE) to improve the clarity of the images. Further, segmentation has been done based on 
the entropy of the image and gamma correction has been done to improve the overall brightness of the images. An 
optimal global threshold value is selected to extract the region of interest and measures the area. The model is analyzed 
with statistical parameters like Jaccard index and Dice coefficient and compared with the ground truth images. To check 
the accuracy of the segmentation, relative error is calculated. This framework can be used by radiologists in diagnosing 
kidney patients.  
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I. INTRODUCTION 
LTRASOUND imaging is considering as the initial 
diagnostic tool in detecting all types of kidney diseases. 

Kidney diseases occurs when the kidneys become damaged and 
unable to perform their functions. A kidney ultrasound is used 
to assess the size, location, and shape of the kidneys. It can 
detect cysts, calculi (stone), abscesses, obstructions, fluid 
collection, and infections within or around the kidneys. This 
mode of imaging can be repeated many times because of it is 
harmless and economic nature. However, certain difficulties 
are present in precise kidney diseases diagnosis. The major 
issue is presence of speckle noise, and this makes the poor-
quality images. Sometimes the edges of the images are blurred 
and this may mislead the radiologist. Kidney stone and cyst are 
those kinds of diseases which requires accurate diagnosis. 

An efficient automated stone and cyst segmentation method 
is not much addressed. The heterogenous structure and the 
similar pixel intensity regions for a non- stone and cyst region 
makes segmentation difficult and time consuming. Segmenting 
the ROI accurately in the kidney image is difficult because the 
stones and cysts does not have fixed size, shape or location. 
These problems are adequately handled in the proposed model. 
Moreover, doctors are detecting and measuring the size and 

location of these regions by manually. Hence, it is very much 
important to have an advanced framework, which can improve 
the quality and segment the diseased region automatically.  

The propose model focus at accurate detection and 
measuring of stones and cysts. The paper is organized in 
different sections as follows. Section II, presents the related 
work and the proposed framework is shown in Section III. 
Section IV, explains the results and analysis. The last, section 
V includes conclusion.  

II. RELATED WORK 
Denoising of US images is a challenging task.  Denoising plays 
a vital role in accurate diseases diagnosis. A comparative study 
on various filter such as median, Gaussian Weiner and Gabor 
filters has been done in [1, 2]. A review on of different wavelet 
functions which is widely used for filtering is discussed in [3]. 
The author states that Daubechies and Symlet provide almost 
same results and to de-noise very noisy images (PSNR < 15 
dB) a first filter order is preferred.  whereas as the noise level 
increases the wavelet functions with higher filter order (3rd–
4th order) are more effective. A novel Bayesian Multiscale 
method for speckle removal is presented in [4]. An automatic 
region of interest generation for kidney ultrasound images is 
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proposed in [5]. In this, the median filter, Wiener filter and 
Gaussian low-pass filter were implemented to reduce the 
speckle. The Gaussian low-pass filter, threshold value of 0.7 
gave highest ROI which scored 100% of accuracy. Hence, the 
proposed model uses gaussian filter to eliminate the speckle 
noises.  

Segmenting the exact region of cysts and stone without any 
human intervention requires highly efficient models. Active 
Shape Model (ASM) is a widely accepted technique in image 
segmentation. The model has proved to be more efficient and 
reliable. Global Shape Priors help to solve the shape variability 
and in mixing the models for the segmentation [6]. 
Segmentation of kidney organ in 2D and 3D images were 
carried out by using active shape models [6, 7]. The 
combination of region information and global shape prior in the 
active contour method improves the speed of the segmentation. 
However, the boundaries that appear are unclear [8, 9]. 
Tamilselvi and Thangaraj developed a Computer Aided Design 
(CAD) system for stone detection and early prediction using 
seed region growing segmentation method and it yielded 99.8% 
of accuracy [10]. A multi-kernel k-means clustering algorithm 
is applied to segment the cysts and tumor regions in the kidney 
US images. The proposed model discusses about the 
hybridization of linear and quadratic kernel and it achieves 
good segmentation accuracy [11]. However, the kidney region 
is selected manually.  Several studies have demonstrated that 
the kidney disease detection could be improved without manual 
kidney segmentation. There were many researches focusing on 
kidney stone and tumor with better accuracies [12]. But an 
automatic cyst and stone detection model is not yet designed. 
There were many deep learning-based approaches are 
developed for segmentation and classification, which performs 
excellently [13]. However, there is an inconsistency in the 
outcome and they have opted a manual kidney segmentation 
technique. Hence, the proposed model segments the kidney 
diseases automatically and achieves better accuracy.   

A Dynamic Graph Cuts Method is applied to segment the 
kidneys in US images [14]. Renal calculi and cysts are 
extracted using region-based contour method in [15]. 
Segmentation using networks is explained [16]. In this paper, 
pixel classification networks to segment the kidneys 
automatically. A technique called recursive minimum cross 
entropy is used to perform efficient segmentation in [17]. The 
proposed method makes use of local statistics of the image.  

Active contour method is a widely used model to extract the 
kidney region [18]. Texture and shape play an important role in 
kidney segmentation [19]. Classification of Kidney images 
using texture properties based on Logical operators is proposed 
[20]. The paper deals with the idea of different regions of an 
image are identified based on texture properties. Considering 
only renal stones, many methods are proposed, region growing 
algorithm is used to extract the kidney stones parameters are 
extracted from the segmented region [21]. To segment only the 
kidney stone, k-means is used and extracted in [22]. 

Recent developments in the renal imaging field are 
discussed in [23]. Various methods and advancements in the 
ultrasound imaging modality is explained. Also, a 
comprehensive review on automated localization and 
segmentation techniques are carried out in [24]. Majority of the 
researches in the literature review are carried out with manually 
segmented kidney region. Besides that, many methods lack 

accuracy but still, some are showing good performance. An 
automatic kidney disease system is proposed in this paper [25]. 
In this paper, we have proposed an automatic segmentation 
model for both cysts and stones which is not much addressed. 
Currently, the radiologists are diagnosing the stones and cysts 
manually and this is time consuming.  There are chances to 
develop discrepancies in opinions among doctors in disease 
diagnosis. The decisions may vary from one doctor to another 
depends on the experience. Thus, proposed model will assist 
the doctors in decision making. 

III. METHODOLOGY 
The proposed model detects and segments the kidney cysts and 
stones in the US images. This model consists of various steps 
such as pre-processing, segmentation and results analysis. Each 
step includes different methods. The ground truth image and the 
experimentally obtained image is compared to assess the 
accuracy of segmentation. Therefore, Jaccard dice and dice 
coefficient of the output image is calculated. The proposed 
framework is shown in Fig. 1. 
 

 

Figure 1. Flow diagram of proposed model 

A. IMAGE DATA SET 
The dataset consists of US images of kidney cysts and stones 
collected from the hospital. The images are acquired from 
Nemio XG, Thoshiba, General Electricals and Samsung 
ultrasound machines with linear transducers having a 
frequency of 3.5 to 5 MHz. The images are collected with the 
help of a radiologist and each lesion in the dataset was outlined 
manually. The images include multiple stones and cysts. Before 
collecting and saving removed all the patient details from the 
images. The disease details such as stones and cysts size and 
location are collected from the radiologist. All the two 
categories of image have different dimensions such as cyst 
images are of 576X720 and stone images are of 614X820 pixel 
size. These images are cropped into 200x400 size manually. 
Thus, all the textual markings are removed. Sample images of 
kidney stone and cyst are shown in Fig. 2. 
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Figure 2. Sample images of kidney cyst and stone 

B. PRE-PROCESSING 
The US images are degraded with the presence of speckle 
noise. Due to this noise, the resolution and contrast are affected 
and this affect the disease diagnosis. So, speckle removal is an 
important step in pre-processing. Gaussian filter is one of the 
most widely used image filter, which helps to filter the noises. 
It removes the high frequency components from the images as 
it is a non-uniform low pass filter. It is used to blur and remove 
the noise from the images. The Gaussian smoothing works by 
using the 2-D distribution as a point-spread function, and this 
is achieved by convolution. The σ is the standard deviation and 
it plays a vital role in the behaviour of Gaussian function. The 
distribution is assumed to have a mean of zero. The larger 
values of σ, wider peak, means greater blurring. Kernel size 
must increase with increasing σ to maintain the Gaussian nature 
of the filter. At the edge of the kernels, coefficients must be 
close to 0. Further, the denoised images are enhanced by 
Contrast Limited Adaptive Histogram Equalization technique 
(CLAHE), which helps to adjust the contrast and enhancing the 
edges of the image. This method limits the increased 
amplification of contrast. It is used to restore the image by 
removing the noise without significantly blurring the structures 
in the image. It operates on small regions, called tiles, instead 
of entire image. The image with gamma value 3 returns more 
accurate output image. The enhanced image is shown in Fig. 3. 
 

 

Figure 3. a and b are the original images of kidney cyst and 
stone. c and d are the enhanced images 

 

C. SEGMENTATION 
Segmentation finds a group of pixels which carries similar 
features and attributes. Clustering of these pixels can be based 
on the similar, dissimilar pixels and discrete pixel values. In 
ultrasound images, the number of similar intensity pixels are 
numerous. Thus, texture features are more suitable for 
segmentation. Entropy evaluates the intensity difference 
between the pixels in the image [26]. When the variance of 
intensity is high, the contrast is also high. If the difference 
between the maximum and minimum gray intensities are small, 
the image has low entropy and low contrast. An entropy-based 
segmentation can provide good information about the 
distribution of gray levels p(x) or the intensity of multiple 
colour components present in an image. The concept of 
Shannon entropy is used to describe an image, where it defines 
the minimum descriptive complexity of a random variable.  

In image analysis, if all the pixels having same intensities, 
the image will generate a minimal entropy value. However, if 
each pixel of an image represents a specific intensity, then the 
image will produce maximum entropy. Different textures 
maintain different gray level intensities to the pixels. Hence, 
pixel intensities are related to texture, entropy can be applied 
for texture-based segmentation. The ROI is clearly visible in 
entropy filtered image, however, to measure the size of the 
region needs more processing. At this point, gamma correction 
is applied to enhance the dark and light intensity of the image 
and improves the brightness [27]. It performs nonlinear 
methods to every pixel.  A stable gamma value is required and 
it should not be too maximum and minimum. The images are 
saturated by a gamma value of 3.  

An optimal threshold value is applied to separate the ROI 
from image regions. Global thresholding finds the threshold 
value based on the histogram of the complete pixel intensity 
distribution of the image. An optimal threshold value T is 
selected to extract the cyst and stone regions.  The optimal 
threshold value T is calculated as the gray level that has a 
minimum value between two overlapping distributions. The 
algorithm is as follows: 

Step 1: An initial value T is selected. 
Step 2: The histogram shows two groups of mean values s1 

and s2. In that s1 >T and s2<T values are calculated. 
Step 3: New threshold is calculated by the following 

formula T = ½ (s1+s2). 
Step 4: Step 2 is repeated until the threshold is stabilized. 
The selection of T is an important step, which affects the 

quality of the segmented ROI. After thresholding, the stones 
and cysts images are converted to binary format. The area is 
calculated and it nothing but the number of pixels covered the 
regions and converted to mm2, using the formula (1).  
 

𝐴𝑟𝑒𝑎 = ඥ𝑝𝑋0.264,   (1) 
 

where, p is the total number of pixels in the segmented stone 
and cyst region. The square root of p is multiplied with 0.264, 
because 1 mm is equal to 0.264 pixels [11]. Fig. 4 and Fig. 5 
shows the area of a cyst and stone in pixels. The area of the 
segmented region is compared with the ground truth images to 
check the accuracy of the proposed model. Also, the output is 
checked with an expert radiologist. The relative error is 
measured and results are shown in Table 1. 
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Figure 4. Area calculation of kidney cyst 

 

 

Figure 5. Area calculation of kidney stone 

 

 

Figure 6. Segmentation of stones and cysts. (a) and (e) are the ground truth stone images. (b) and (f)are the entropy filtered 
images. (c) and (g) are the gamma corrected images. (d) and (h) are the segmented stone images. (i) and (m) are the ground truth 

images. (j) and (n) are the entropy filtered cyst images. (k) and (o) are the gamma value corrected one and (l) and (p) are the 
segmented cyst regions. 
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D. PERFORMANCE ANALYSIS 
Segmentation process is evaluated using certain statistical 
parameters like dice similarity coefficient and Jaccard 
coefficient [28]. These parameters cross checked the accuracy 
of proposed segmentation model and ground truth images. Both 
the metrics are calculated by the following formulas (4)(5). The 
resultant value of both parameters lies in between 0 and 1. The 
resultant value 1, refers an exact match of the images and 0 
means mismatch of the images.  
 

Dice Similarity (P1, P2) =  
2|𝑃1 ∩ 𝑃2|

|𝑃1| + |𝑃2|
,                      (2) 

 

Jaccard Coefficient (P1, P2) =  
P1 ∩ P2

P1 ∪ P2
,                     (3) 

 

Relative error =
Measured Value − Real Value

Real Value
.       (4) 

 

IV. RESULT AND ANALYSIS 
The implementation of the proposed model is on Intel core i5, 
having 8 GB RAM and the software is MATLAB R2020a. The 
collected input images are kidney ultrasound images of 
different dimensions are converted to 200X400 size. The image 
analysis is started with noise removal, which is carried out by 
Gaussian filtering. The cyst and stone image are treated 
similarly, both are de-speckled with Gaussian kernel. Further, 
image contrast is enhanced by CLAHE technique. The US 
images after pre-processing is displayed in Fig. 2. In the 
segmentation stage, the histogram equalization technique 
helped increasing brightness. The entropy filtered image is 
shown in Fig. 2.  

The area of the segmented ROI is calculated by taking the 
number of pixels covering the ROI region. The resultant value 
is converted to mm using the equation (3). The Table 1 displays 
the comparison of proposed model result and experts result of 
stone. The relative error is calculated by comparing the sizes of 
stones segmented manually and by proposed model using 
equation (6). Table 2, shows the comparative analysis of cysts  
sizes obtained by experimentally and manually. The relative 
error rate is high in certain cases. 

Table 1. Evaluation of experimentally obtained and 
manually obtained stone results 

 
 Sample 
Stone Images 

Stone Size (mm2) Error 
Rate (%) 

Obtained by 
proposed model 

Obtained 
Manually 

S 1 3.742 3.512 6.55 

S 2 2.112 2.192 3.65 

Table 2. Evaluation of experimentally obtained and 
manually obtained cyst results 

Sample Cyst 
Images 

Cyst Size (mm2) Error 
Rate (%) Obtained by 

proposed model 
Obtained 
Manually 

C1 13.427 15.174 11.53 

C 2 10.697 11.225 4.72 

The values are expressed in percentage and it ranges from 
0.36 to 6.55% to 11.53%. The proposed model detects and 
measures the kidney stones more efficiently. However, the 
performance of proposed model is not much significant in 
kidney cysts size measurement. There is a notable difference 
between manually segmented cyst size and experimentally 
segmented cysts.  

Table 3. shows the performance analysis results. The 
proposed model for kidney stone and cyst detection and 
measurement performs good with high jaccard index and dice 
coefficient with less relative error. However, the proposed 
model requires more efficiency in measuring kidney cyst. The 
statistical performance metrics like jaccard and dice 
coefficients are ranges from .53 to .66 to .79 to .81. The 
proposed automatic segmentation model shows significant 
results in stone detection and its size measurements. Thus, the 
model can reduce the burden of the radiologist in diagnosing 
the renal calculi disease patients. 

Compared with the segmentation models that are built upon 
level-set techniques show ex’ent results [10], but it requires 
manual segmentation operations. To detect the cyst and stone, 
there are many other manual and semi-automatic kidney 
segmentation approaches were proposed [29]. The designed 
model processes the input images and detects the stone and cyst 
regions automatically. Automatic segmentation of stone and 
cyst with high accuracy rates are the main accomplishments of 
this model. The proposed model is mainly designed for kidney 
stones and cysts detection. In this area of research, a fully 
automatic kidney stone and cyst segmentation process is not 
addressed. The proposed model achieves a high accuracy in 
automatic segmentation and classification. 

Table 3. Statistical parameters for the proposed model 

 
Sample Images Jaccard Index Dice Coefficient  

S 1 0.825 0.839 

S 2 0.862 0.775 

C 1 0.804 0.816 

C 2 0.799 0.889 

V. CONCLUSION 
The heterogeneous structure makes the analysis of kidney 
images difficult. The presence of additive noise is another issue 
for the poor image quality. Hence, it is very difficult to 
diagnose the diseases for the radiologists. In this paper, a 
segmentation model has been proposed to segment the stone 
and cyst. Instead of manual segmentation, the designed model 
is focused on automatic detection of stone and cyst. Besides 
that, the proposed model is a hybrid model and achieves good 
accuracy results. The model shows less error rate with renal 
stone and cyst segmentation. Further, planning to fine tune the 
model to obtain cyst and tumor regions and also to work with 
greater number of images. 
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