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 ABSTRACT Type 2 diabetes is a well-known lifelong condition disease that reduces the human body’s ability to 
produce insulin. This causes high blood sugar levels, which leads to different complications, including stroke, eye, 
cardiovascular, kidney, and nerve damage. Although diabetes has attained the attention of huge research, the 
classification performance of such medical problems utilizing techniques of machine learning is quite low, primarily 
due to the class imbalance and the presence of missing values in data. In this work, we proposed a model using binary 
Grey wolf optimization (GWO) and a Decision tree. The proposed model is composed of preprocessing, feature 
selection, and classification. In preprocessing, that is responsible for minority class oversampling and handling missing 
values. In the second step, binary GWO are used to select the most significant features. In the third step, the proposed 
model is trained using the Decision tree algorithm. The model achieved an accuracy of 83.11% when it was applied on 
the Pima Indian`s dataset. 
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I. INTRODUCTION 
hronic illnesses are often considered as one of the leading 
causes of mortality and disability globally. Diabetes is 

then identified as one of the main issues of the twenty-first 
century [1]. More than 415 million people between the ages of 
20 and 79, according to the International Diabetes Federation, 
have diabetes, and by 2040, that number is expected to reach 
642 million. It is important to remember that this estimate does 
not include anyone beyond 80 [2]. 

Diabetes indicates that the glucose level is higher than the 
normal level on a regular basis. The diabetes appears when the 
body is unable to produce enough insulin to maintain glucose 
levels stable. Diabetes can be controlled with oral prescriptions, 
the use of insulin infusions, a restricted dietary regimen, and 
constant physical activity, but no complete cure exists 
yet [3, 4]. 

As is well known, until a few years ago, specialists 
clinically diagnosed diabetes merely on experience and with 
the support of laboratory-tested data or clinical information [5]. 
These laboratories reviewed test results that varied depending 
on meals, workout, illness, anxiety, minimal temperature 
difference, various equipment employed, and sample handling 
methods. As a result, the diagnosis of this type of illness is not 
only time-consuming but is also entirely dependent on the 
perception and availability of the doctors who must deal with 
the patient’s imprecise and ambiguous clinical 
information [6, 7]. 

So, in order to improve precision with the current laboratory 
information while also reducing the time spent, a smart 
classification approach is required, which will need some input 
data (patients data, i.e., pima Indian Diabetes (PID)). Based on 
the dataset analysis, an appropriate model is built using the 
class description utilizing the dataset features. Depending on 
the same concept, that can be easily expanded, and a 
classification system may be constructed. 

The paper is structured as follows: Section 2 addresses 
Related work, Methodology is presented in Section 3, proposed 
method is shown in Section 4, and Experimental results are 
given in Section 5. Conclusion is detailed in Section 6. 

II. RELATED WORK 
There exists a lot of research related to diabetes classification 
using Pima Indian’s dataset. Some of them are briefly discussed 
below. 

In [6], it was suggested a framework that utilized Principal 
Dimensionality Reduction and PSO for feature selection and 
different classification algorithm such as logistic Regression 
and  K-Nearest Neighbor (KNN). The model was tested on two 
dataset PIDD and d Localized Diabetes Dataset. 

In [8],  Multilayer perceptron (MLP), Logistic Regression, 
and KNN for the classification of diabetes were utilized. The 
authors compared and evaluated all of the used classification 
algorithms where knn attained the best result in compared to 
MLP and logistic regression. 
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In work [9], a decision tree, genetic algorithm(GA), and 
synthetic minority oversampling technique (PMSGD) for 
diabetes classification on Pima Indians Diabetes Database 
(PID) dataset were used. The model consists of four layers. 
Missing values and oversampling are handled in preprocessing 
layer. In the second layer, important attributes are selected 
using a genetic algorithm and correlation.  

In [10], three machine learning algorithms for diabetes 
mellitus classification using a support vector machine, and 
naive Bayes (NB) were applied. The experiment was conducted 
on the PID dataset. Comparatively to SVM and decision tree, 
Naive Bayes attained the highest accuracy. 

In [11], RST-BatMiner was presented, which relies on 
removing the redundant attributes from the PIDD dataset, and 
fuzzy rules generated using the bat optimization 
algorithm(BOA). Further, the suggested fitness function is 
reduced using BOA, and features were selected using rough set 
theory (RST). 

In [12], a method for diabetes early diagnosis was proposed, 
several machine learning methods were utilized for 
classification: Naive Bayes (NB), logistic regression (LR), and 
random forest (RF). The model experimented on PIDD dataset 
and highest accuracy is achieved by RF in comparison to the 
other DM method utilized. 

In work [13], a method was presented to predict the types 
of diabetes mellitus, related future risks, and the type of 
medication given based on the patient’s risk level. Hadoop Map 
Reduce environment’s machine learning approach was applied 
to find patterns and find missing values in the Pima Indian 
Diabetes dataset. 

III. DIABETES 
Diabetes mellitus sometimes referred to as diabetes, is a 
metabolic condition that raises blood sugar levels. Insulin is a 
hormone that transports sugar from the blood into humans’ 
cells, where it can be stored or utilized as fuel. When patient 
have diabetes, body either produces insufficient insulin or 
struggles to utilize the insulin it produces [14]. 

A.  SYPTOMS OF DIABETES TYPE 2 
The type2 symptoms can be included [15]: 

 blurry vision 
 hunger increase 
 tiredness 
 thirst increase 
 urination increase 
 sores that heal slowly 

B.  RISK FACTORS OF TYPE2 DIABETES 
The risk factors are as follows[16]: 

 The weight. If patient gains more fatty tissue, patient’s 
cells become more insulin resistant. 

 Inactivity. Patient’s risk increases as patient becomes 
less active. 

 Family History. The risk of diabetes type2 increases if 
a sibling or parent has type 2 diabetes. 

 Age. As patient get older, patient’s risk increases. 
 Gestational Diabetes Patient is more likely to develop 

prediabetes and type 2 diabetes if patient had gestational 
diabetes while pregnant. 

 Polycystic Ovary Syndrome. The risk of developing 
diabetes is higher for women who have polycystic ovary 

syndrome, a prevalent disorder marked by obesity, 
excessive hair growth, and irregular menstrual cycles. 

 High Blood Pressure. An increased risk of type 2 
diabetes is associated with blood pressure readings 
exceeding 140/90 mm Hg. 

 Abnormal Triglyceride and Cholesterol Levels. The 
risk of type 2 diabetes is increased if patient’s high-
Density Lipoprotein, or “good” Cholesterol, levels are 
low. 

IV. METHODOLOGY 

A.  DATASET 
Dataset was acquired from the UCI Machine learning 
Repository (UCI repository of bioinformatics databases 
https://www.ics.uci.edu/mlearn/MLRepository.html).Table 1 
illustrates the description on PIDD dataset, which is noted 
below. 

Table 1. Pima Indian Dataset Description 

No. of 
attributes 

name of attribute No. of 
instance 

No. of 
classes 

8 Triceps Skin fold thickness 768 2 
plasma glucose concentration 
diabetes pedigree function 
No. of Times Pregnant 
Age 
body mass index 
2h serum insulin 
diastolic blood pressure 

B.  GREY WOLF OPTIMIZATION ALGORITHM 
Mirjalili et al. [17] introduced the GWO, a novel metaheuristic 
algorithm that simulates the hunting mechanism and social 
hierarchy of grey wolves in nature and relies on three key steps: 
surrounding prey, hunting, and attacking the prey. To 
mathematically describe the wolf leadership hierarchy, let us 
name the best answer as alpha, and the third and best solutions 
as delta and beta, respectively [18]. The remaining possible 
solutions are all considered to be omega. Fig. 1 depicts the grey 
wolf’s rigid social. 
 

 

Figure 1. Grey wolves Hierarchy. 

During the hunt, grey wolves encircle victims. The 
following equations are used to mathematically mimics the 
encircling behavior of grey wolves: 
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𝐷ሬሬ⃗ = ห𝐶. �⃗�௣௥௘௬(𝑡) − �⃗�௪௢௟௙(𝑡)ห,

�⃗�௪௢௟௙(𝑡 + 1) = �⃗�௣௥௘௬(𝑡) − 𝐴. 𝐷ሬሬ⃗
,                    (1) 

 
where 𝐴 𝑎𝑛𝑑 𝐶 are coefficients of vectors and computed as 
follows: 
 

𝐴 = 2�⃗�. 𝑟ଵሬሬሬ⃗ − �⃗�,                                      (2) 
𝐶 = 2𝑟ଶሬሬሬ⃗ ,                                          (3) 

 
where 𝑟ଶሬሬሬ⃗  𝑎𝑛𝑑 𝑟ଵሬሬሬ⃗  are in the interval [0,1].    

Alpha usually guides the hunt. Delta and beta may also join 
in hunting sometimes. To mathematically simulate the grey 
wolf hunting behavior,  the first three optimum solutions (beta, 
alpha, and delta) acquired so far are kept, and the (omega) 
remaining search agents are required to update their locations 
according to equations (4)– (10) [19]: 

 
𝐷ሬሬ⃗ ௔௟௣௛௔ = ห𝐶ଵ. �⃗�௔௟௣௛௔ − �⃗�ห,                         (4) 

𝐷ሬሬ⃗ ௕௘௧௔ = ห𝐶ଵ. �⃗�௕௘௧௔ − �⃗�ห,                            (5) 

𝐷ሬሬ⃗ ௗ௘௟௧௔ = ห𝐶ଵ. �⃗�ௗ௘௟௧௔ − �⃗�ห,                          (6) 

�⃗�ଵ = �⃗�௔௟௣௛௔ − 𝐴ଵ. 𝐷ሬሬ⃗ ௔௟௣௛௔,                          (7) 

�⃗�ଶ = �⃗�௕௘௧௔ − 𝐴ଵ. 𝐷ሬሬ⃗ ௕௘௧௔,                             (8) 
�⃗�ଷ = �⃗�ௗ௘௟௧௔ − 𝐴ଵ. 𝐷ሬሬ⃗ ௗ௘௟௧௔,                             (9) 

�⃗�(𝑡 + 1) =
௑ሬ⃗ భା௑ሬ⃗ మା௑ሬ⃗ య

ଷ
.                             (10) 

 
Feature selection is consider a binary space problem 

therefore the updated GWO position vector is forced to be 
binary utilizing the following formula: 

 

�⃗�(𝑡 + 1) = ቊ
1     𝑖𝑓 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 ቀ�⃗�(𝑡 + 1)ቁ ≥ 𝑟𝑎𝑛𝑑

0               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                              
.     (11) 

 
The location of the ω wolf depending on the three best 

wolf’s position is illustrated in Fig. 2. The ω wolf which 
requires position update is in the lower right corner. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Position Updating. 

 
Grey wolf optimization algorithm steps are illustrated in 

Fig. 3. 
 

C.  DECISION TREE 
A decision tree (DCT) is a machine learning technique used 

to tackle classification issues. The primary goal of applying the 
DCT in this study work is to predict the target class utilizing 
decision rules derived from past data [10]. A fundamental 
classification and regression method is the decision tree. The 
classification of instances based on features may be performed 
by a model of a decision tree, which has structure of a tree [20].  
Decision trees can be seen as conditional probability 
distributions or as a collection of if-then rules in class and 
attribute space. The CART (Regression and Classification 
Tree) technique is an alternative DCT building algorithm. It can 
solve both regression and classification tasks. This approach 
uses a new metric known as the Gini index to produce decision 
points for classification issues. The Gini index keeps the sum 
of squared probabilities for each class. It is depicted in the 
equation below [21, 22]: 
 

𝐺𝑖𝑛𝑖 = 1 ∑ (𝑝(𝑖))ଶ௡
௜ୀଵ ,                              (12) 

 
where, p(i) is indicate label or class probability and n is the 
number of labels. 

D. EVALUATION METRICS 
Accuracy, recall, F-measure, and precision are utilized to 
evaluate the proposed method, and these criteria are computed 
as follows [23, 24]:  
 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
௧௣

௧௣ା௙௣
,                               (13) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
௧௣

௧௣ା௙௡
,                                 (14) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
௧௣ା௧

௧௣ା௧௡ା௙௣ା௙௡
.                        (15) 

 

 

Figure 3. Diagram of the Regular Grey Wolf Optimizer 
Algorithm [18] 
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V. PROPOSED METHOD 
The proposed method uses binary grey wolf optimization 

algorithm for feature selection and decision tree for 
classification process. The proposed method first preprocesses 
the dataset by replacing missing values by mean of the training 
set. Then dataset is normalized. Preprocessed data is used as 
input for the BGWO algorithm to produce the feature subset 
with the best fitness value. Proposed system is illustrated in 
Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 

Figure 4. Block Diagram of the proposed method 

Binary grey wolf optimization is a search strategy that may 
explore the attribute space adaptively to maximize the attribute 
evaluations criteria. In the search space, a single dimension 
presents an individual attribute, and so the wolf’s location 
symbolizes a single attribute combination or solution. The 
proposed method is presented in Algorithm 1. 

The nature of attribute selection is bi-objective. One 
objective is to maximize the accuracy of classification, and the 
other is to attain the minimum number of attributes. Therefore, 
the following equation is utilized as fitness function to consider 
both: 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 𝛼 ∗ ൫1 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐷𝐶𝑇)൯ + (1 − 𝛼)
|ௌ|

|்|
 .    (16) 

 

Algorithm.1: Proposed System 
Input: n: No. of wolf in pack 

Output: �⃗�ଵ: Best grey wolf position, f(�⃗�ଵ): value of 
best fitness. 

Steps: 
1. Initialize a random values ∈ [0,1] to an agent 

of n wolves positions. 
2. Find alpha, mega, beta based on fitness 

function. 
3. Evaluate the agent fitness using eq. (4-6). 
4. while(t<maxiteration) 
5. for each wolf in pack 

6. Update �⃗�(𝑡 + 1) using eq. (11). 
7. end 

8. update �⃗�ଵ, �⃗�ଶ𝑎𝑛𝑑 �⃗�ଷ using eq.(7-9) 
9. Evaluate the position of individual’s wolves. 

10. update 𝐴 𝑎𝑛𝑑 𝐶 
11. end 

VI. EXPERIMENTAL RESULTS 
We implement the BGWO-DCT on Pima Indians Diabetes  
Database (PIDD) dataset [25]. The performance evaluation is 
done based on recall, accuracy, and precision metrics. The 
dataset samples are divided randomly into 70% for training and 
30% for testing. Parameters of BGWO are the following: pack 
size is 30, and the number of iterations is 100. 

The system consists of preprocessing, attribute selection, 
and classification processes. At preprocessing, the dataset is 
checked for missing values, replaced missing values with the 
mean of the training set, and normalized to prepare it for the 
feature selection process. The result showed that DCT when 
applied to PIDD dataset without feature selection, attained an 
accuracy of 77%. BGWO-DCT method is good combination 
for diabetes classification that an accuracy is increased from 
77% with DCT to 83.11% with BGWO-DCT method. Table 2 
illustrates the result of the proposed BGWO-DCT method. 

Table 2. Result of Proposed Method 

Method Accuracy Recall Precision 
DCT 77% 76% 77% 
BGWO-DCT 83.11% 83% 82% 

 

Dataset 

Preprocessing 

Generate random position 
for n wolf 

Find the alpha, beta and delta 
solutions based on fitness 

Update each wolf position to 
a binary position 

Update 𝐴 𝑎𝑛𝑑 𝐶    

Evaluate positions of 
individual wolves 

Update the alpha, beta and 
delta solutions 

iter<itermax 

iter=iter+1 

Yes 

Display �⃗�ଵ and fitness 

No 

Decision 𝑇𝑟𝑒𝑒 

BGWO 
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Comparison of the proposed BGWO-DCT and related work 
method is presented in Table 3. Fig. 5 illustrates a comparison 
between DCT results and the proposed method. Fig. 6 shows a 
comparison between the proposed method and the previous 
method. In comparison the proposed method achieved higher 
results than related work as illustrated in Table 3. In [8] and [9] 
authors only used the DM method for classification without 
feature selection. But in [6], the authors utilized PCA with 
logistic regression and achieved an accuracy of 79.56%, and 
the same accuracy was achieved with PSO and logistic 
regression. In [9], correlation and genetic algorithms for feature 
selection were utilized and an accuracy of 82.12% was 
achieved.  

 

 

Figure 5. Results of the proposed method 

 

 

Figure 6. Comparison results of the proposed method 

Table 3. Comparison of the Proposed Method with related 
work 

Reference Year Method Accuracy 
[6] 2020 PCA and logistic 

regression 
PSO and logistic 
regression 

79.56% 

[8] 2017 KNN 80% 
[9] 2021 PMSGD 82.12% 
[10] 2018 NB 76.30% 
Proposed  BGWO and DCT 83.11% 

VII. CONCLUSIONS 
An effective method of addressing diabetes classification 
problem was proposed. Several steps were implemented at 
preprocessing stage to enhance the classification accuracy. 

BGWO-DCT was utilized to solve the problem of feature 
selection in this work. To confirm the efficiency and the 
effectiveness of the proposed method PIDD dataset was 
employed. Accuracy, number of selected features, precision, 
and recall were used to assess the proposed model.’ 

The results demonstrate the superiority of the proposed 
method compared to a wide range of related work in terms of 
accuracy as shown in Table 3. The proposed BGWO-DCT 
achieved an accuracy of 83.11% with six features, whereas the 
classification accuracy of the DCT algorithm without feature 
selection attained an accuracy of 77%.  
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