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 ABSTRACT A branch of artificial intelligence called Machine Learning (ML) enables machines to learn without 
having to be emphatically instructed. Machine Learning Techniques (MLT) have been used to forecast a variety of 
chronic diseases in the healthcare sector. Improvement in clinical approaches is necessary for early diabetes prediction 
to prevent complications and prolong the diagnosis of diabetes. Diabetes is growing fast in this world. In this paper 
MLT based Framework is recommended for early prediction of Diabetes Mellitus (DM). In this Paper the authors make 
use of PIDD data set. Different MLTs are used including Support Vector Classification (SVC), Logistic Regression 
(LR), K Nearest Neighbor (KNN) and Random Forest (RF). Data analysis is the first step in our method after which 
the information is transferred for data pre-processing and feature selection methods. RF performed better than other 
models with a 92.85 % accuracy rate followed by SVC (91.5%), LR (83.11) and KNN (89.6). K-fold cross-validation 
technique is utilized to verify the outcomes. The contribution of lifestyle characteristics is calculated using a feature 
engineering process. As a result, comprehensive overall comparative assessments of all the algorithms are performed 
taking into account variables such as accuracy, precision, sensitivity, recall, F1 score and ROC-AUC. The medical field 
can use the proposed framework to make early diabetes predictions. Additionally, it can be applied to other datasets 
that have data in common with diabetes. 
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I. INTRODUCTION 
NE of the most common serious diseases in the globe is 
"Diabetes Mellitus"(DM). The World Health 

Organization (WHO) estimates that diabetes kills 1.6 million 
people worldwide and affects 8.5% of individuals over the age 
of 18 (World Health Organization 2022). Despite the fact that 
many developing countries had a decrease in the rate of 
diabetes-related premature death from 2000 to 2010 the data 
increased once more between 2010 and 2016. Over 18% of 
people die from the four main diseases which are heart disease, 
cancer, chronic infections and diabetes making them a major 
health problem. For instance, in 2000, mortality from diabetes 
was 70% and it was predicted that mortality among men would 
grow to 80% by 2020. Obesity, old age, poor diet, genetic 
diabetes, high blood pressure, inadequate food, etc. all can 
cause the diabetes mellitus. Diabetes raises the chance of 
developing conditions like heart disease, cancer, renal failure, 
nerve damage, vision problems, etc. over time. The recent 
treatment approach requires gathering the information required 

to identify diabetes by a variety of tests followed by the 
administration of a proper diagnostic medication (Florez, J. C., 
& Pearson, E. Ret et al.). MLTs both supervised and 
unsupervised are used in the healthcare industry to identify a 
variety of disorders. With the use of MLT research hidden 
patterns in data sets were examined to predict outcomes and 
lower the cost of diagnosing difficult illnesses (Ahmad, G. N., 
Fatima, H. et al). Practical health datasets with a variety of 
attributes and external variables are used to train Machine 
Learning Techniques. With the appropriate medical care, major 
problems from diabetes can be avoided if they are detected 
early. MLT can help with the early detection of these diseases. 
Since MLT enable computers to learn from past knowledge or 
a defined dataset they are used to develop prediction models 
(Leite, A. F., Vasconcelos, K. D. F. et al). The ability of the 
predictive model to know and understand new data enables it 
to make more precise decisions. Machine Learning (ML) and 
Ensembles Training have been used in recent methods that are 
important for predicting various chronic disorders like diabetes 
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and have achieved success using various outputs. The earlier 
diagnosis of DM is crucial for achieving a higher accuracy rate 
and the use of machine learning algorithms is essential (Kaur, 
H., & Kumari, V.). The healthcare profession has been 
significantly affected by technological progress. For 
individuals who are unable to visit a clinic or seek emergency 
care there could be negative effects on the health (Hamnvik, O. 
P. R., Agarwal, S. et al.). For the welfare of all it eliminates the 
difference between resources and distance due to technology. 
A vast amount of databases with structured data is used for data 
collecting in the healthcare industries likewise unstructured 
data. The paper gives us contribution to develop a 
computational model for the early prediction of DM disease 
based on Machine Learning Techniques. In this paper the 
authors have used four MLTs such as RF, KNN, LR and SVC. 
For Experimental Data Analysis (EDA) many statistical and 
machine learning tasks are carried out to enhance the 
evaluation of the data quality. The framework is created using 
advanced MLT and numerous statistical measurements are 
used to assess how well these classifiers perform. 

The paper is organized as follows: first section is 
Introduction.  Section 2 discusses Literature Review on Early 
Diabetes Mellitus Using Machine Learning Techniques. 
Section 3 is about Framework and methodology. Section 4 tells 
us about Machine Learning Techniques. In Section 5, statistical 
and machine learning metrics for disease prediction are 
utilized; the findings of an experimental investigation are 
presented and analyzed. Finally Section 6 concludes this 
research program and provides conclusion and future scope. 

II. LITERATURE REVIEW 
This section presents some earlier studies that used MLT to 
predict and detect DM techniques. There is a lot of research 
being done in the field of diabetic mellitus. Therefore some 
related literature review works are presented. Every patient has 
different problems and risk factors related to the diabetic 
condition. The use of ML has grown in popularity in recent 
years for predicting various diseases. Researchers have created 
a variety of python scripts and algorithms. These features have 
shown enormous possibilities exist in the health care industry. 
The well-known dataset known as the PIMA Indians Diabetes 
Dataset (PIDD) from the "Kaggle" or "data World" repository 
was used by numerous researchers (Suyanto, S., Meliana et al.). 
Primary challenges had been mainly to classification such as 
precision of the adaptability for two or more predictions 
integrating two ML models and using more datasets at once 
PIDD data the logistic regression approach and modified K-
means regression formula and programed the study of 89.42 
percent accurate Waikato (WEKA) tool [8[. A total of four ML 
models including logistic regression, RF, Artificial Neural 
Network and NB use bagging and ensemble together. The 
author applied this methodology with 30,122 occurrences 
collected from Sawanpracharak Regional Hospitals 26 basic 
care departments. The random forest outperformed other 
algorithms in the testing, scoring 85.55% accuracy (Miriyala, 
N. P., Kottapalli et al.). The author obtained the primary data 
for the modelling process from a private medical source in 
Guangzhou, China. Three ML training algorithms were 
employed by the author to create the diagnostic system LR, 
ANN and DT. Out of all the ML models, the decision tree 
(C5.0) which the author built using the R environment has the 
highest accuracy (80.68%), according to experimental analysis 
(Su, S. W., & Wang, D). On the PIDD dataset which was 

constructed using the R language and divided into training and 
testing (Tigga and Garg) the logistic regression algorithm was 
employed. The model metrics yielded an accuracy rating of 
75.32 percent. Moreover, the rate inaccuracy was 24.68% 
(Laila, U. E., and Mahboob et al.). Previously Neural Networks 
and RF to visualize and predict PIDD dataset were used for 
diabetes. The random forest scored with the highest accuracy 
based on previously published experimental findings and the 
best degree of accuracy was observed to be restricted by the 
lowest amount of features. Maniruzzaman et al.  selected four 
categories for the prediction of diabetes patients including 
Naives Bayes (NB), DT, AdaBoost, and RF. Different partition 
protocols are used in these techniques (K2, K5, and K10). 
Precision (ACC) and curve surface metrics are used to evaluate 
the effectiveness of these classifiers (AUC) and a hybrid 
strategy is applied to identify disease. We employ K-mean 
clustering then Random Forest and XGBoost classifiers to 
extract unknown, hidden properties from the dataset and to 
produce more precise results. A. Yahyaoui et al., proposed a 
Machine Learning (ML) for diabetes prediction. They 
contrasted deep learning methods with conventional machine 
learning techniques. In [22] used SVM and the Random Forest 
two classifiers that are frequently applied in traditional machine 
learning techniques (RF). To forecast and identify people who 
have diabetes, therefore, these authors used a full-scale neural 
network (CNN) for deep learning (DL). The study (Wei, S., 
Zhao et al.) combined several data pre-processing methods, 
including principal component analysis (PCA) and linear 
discriminant analysis, with prominent algorithms for predicting 
diabetes, such as deep neural networks, support vector 
machines, etc. (LDA). In order to observe the metrics based on 
the 10-fold cross validation, [22] employed PIDD data. The 
deep neural network (DNN), which had the best accuracy of 
77.86% during the experiment, beat other techniques. The 
purpose of predicting diabetic disease using soft computing is 
to offer insights into the enormous amount of information using 
Learning algorithms. Bhat, S. S., & Ansari, G. A. employed the 
PIDD dataset, and as data imputation had to be removed they 
used data pre-processing technique that combined the Decision 
Tree (CART) technique and Genetic Algorithm. According to 
[23] in the world there are 232 million people who even do not 
know that they have diabetes mainly due to ignorance and an 
underfunded healthcare system. The PIMA diabetic prediction 
dataset was utilized by [24] to test a variety of MLT. Four 
advanced MLTs were used: Support Vector Classification, 
Logistic Regression, K nearest Neighbor, Random Forest and 
an accuracy of 92.85 was achieved by RF SVC (91.5%), 
LR(83.11) and KNN (89.6). The collection of classifiers was 
implemented using a Jupyter notebook (integrated 
development environment), Python 3.8, and Windows PC with 
the open-source framework Anaconda 2020. 

III. FRAMEWORK AND METHODOLOGY 
The conceptual framework for developing MLT algorithms for 
forecasting various chronic diseases with diabetes as an 
illustration is shown in Figure 1.  

In this framework the PIDD dataset is utilized. ML models 
for predicting diabetes have been constructed. To improve the 
performance analysis of the data, several statistical 
measurements across the dataset have been performed using 
pre-processing techniques. To evaluate the contribution of the 
parameters to the disease prediction, feature engineering has 
been done. The various ML models have been built after data 
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transformation. The performance evaluation of various 
statistical indicators of ML models has been K-fold cross-
validation, with K = 10 used to validate. 
 

 

Figure 1. Proposed Framework for Prediction of Early Risk  

Prediction of diabetes mellitus. It shows the sequential steps 
required to create a real framework utilizing machine learning 
methods based on the proposed methodology.  

Step 1: Diabetes life style data set 
The experiment work has made use of the PIMA diabetes 

dataset, which is openly accessible. The UCI Irvine Machine 
Learning Repository is where the dataset was obtained. To 
determine whether or not a patient has diabetes it used 768 
instances, 10 characteristics, 9 predicted variables, and 1 target 
variable. The dataset includes a number of contributing 
characteristics that can be examined to evaluate the severity of 
the diabetic condition. A realistic diabetes health management 
system has been constructed by many ML classifiers. Table 1 
lists the attribute names along with their range, data type, and 
description as used in the PIMA dataset. 

Table 1. Data set Description  

S.No Attribute Name Description D Type 
1 BMI Body Mass Index Float 64 
2 Smoking Whether the person is smoking 

or not 
object 

3 Sex Gender of 
person(Male/Female) 

object 

4 Age Category Age of persons in years object 
5 Thirst The quantity of water a person 

consumes each day and night 
Int 64 

6 Glucose Plasma Glucose concentration Int 64 
7 Diastolic Blood 

Pressure 
Blood Pressure low or high Int 64 

8 Triceps Skin 
fold Thickness 

Skin Thickness of the person Int 64 

9 2 Hours Serum 
Insulin 

Insulin level of person low or 
high 

Int 64 

10 Diabetes 
Pedigree 
Function 

Pedigree Function of a person Float 64 

11 Family History 
of Diabetes 

Whether the person is suffering 
from diabetes or not 

Int 64 

12 Outcome Binary variable 0 or 1 Int 64 

 
Step 2: Data Pre-processing Technique 
Pre-processing data is an essential first step that is given to 

raw data to get them ready for the analysis. In order to achieve 
better outcomes before developing the MLT, data pre-
processing is an important step. The gathered dataset is pre-
processed employing the Integrated Development Environment 
(IDE) Spyder and Python (3.9.1) as the programming language, 
as well as a number of statistical libraries. Techniques like 
resampling and discretization are used. By averaging particular 

attribute values in the required libraries for data quality 
assessment, missing values are filled such as BMI, Smoking, 
Sex, Age Category, Thirst, Glucose, Diastolic Blood Pressure, 
triceps Skinfold Thickness, 2 Hours Serum Insulin, Diabetes 
Pedigree Function and Family History of Diabetes. The mean 
and median range approach is used to replace the outlier with 
the values that would normally be found after the outlier having 
been detected using a boxplot. Before creating the machine 
learning models, data transformation was carried out to 
increase the efficiency of the data. Additionally, utilizing 
various data exploration analysis methods, duplicate, 
inconsistent and invalid files have been removed from the 
dataset. Now, the imputation pre-processing and data cleaning 
have been done. 

 Data Cleaning: The process of eliminating or 
formatting undesired material from the gathered raw 
data is known as data cleaning. Because the data we 
obtained cannot be stored in a CSV file, we cleaned the 
data by deleting some symbols from the dataset and 
converting it to a CSV file. 

 Imputation: Imputation is the process of substituting 
another data value for the missing one. Some of the 
properties in this dataset lack values, thus we created 
those values using the replace missing value function in 
the Weka tool. This work is based on the mean 
imputation technique.  

Step 3: Data Splitting and K-fold cross validation 
Researchers and practitioners frequently utilize the K-fold 

cross validation technique to create models and eliminate 
dataset skew. With a k value of 10, the K-fold cross-validation 
approach has been applied. Ten partitions of equal size are 
created by randomly dividing the full dataset. One partition out 
of the ten is kept to serve as the model validation (testing set) 
while the remaining ten partitions minus one are utilized as 
training data. Each is used only once as the validation out of 
the 10 partitions data during the entire 10-time process. By 
using the accumulation function the results of all iterations 
have been combined. The issue of overfitting and underfitting 
has been reduced in the dataset in order to meet the 
performance of both the training and testing dataset. The 
benefit of this method is that it eliminates data bias in order to 
create ML models producing accurate outcomes. Every sample 
of data is used for both testing and training, and each testing 
data bin has been used exactly once to analyze the results. 

Step 4: Dataset Distribution 
The distribution of predicate parameters has been 

visualized using the Facet Grid technique (Seaborn package) 
such as BMI, Smoking, Sex, Age Category, Thirst, Glucose, 
Diastolic Blood Pressure, triceps Skinfold Thickness, 2 Hours 
Serum Insulin, Diabetes Pedigree Function and Family History 
of Diabetes. In this method, the distribution of the observations 
in the dataset has been shown using the Kernel Density 
Estimate (KDE) plot function. It uses a continuous probability 
curve in one or more dimensions to represent the data samples. 
The vertical or y-axis depicts the probability density function 
(frequencies) of a random variable while the horizontal or x-
axis reflects the range of data samples in a dataset. Then place 
a kernel function K on each data point xi, and the total shaded 
area of the curve under the two point’s y1 and y2 will be the 
likelihood of value. The kernel density is calculated as shown 
in equation 1. 
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𝑃(𝑦) =
ଵ
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∑ 𝑘
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௠
௜ୀଵ   ,                        (1) 

 

where P is the density at the specified place y, 
kernel non-negative function is denoted by “K”, 
“M” – required steps, 
the smoothing parameter is represented by “h”, 
the highest random value is “Y”, 
the variable “Yi” stands for the variable rate of data samples. 

IV. MACHINE LEARNING TECHNIQUES 
The research main goal is to provide well-known machine 
learning algorithms that are frequently used in healthcare 
analytics to forecast various diseases. Depending on the 
symptoms, it is possible to determine whether a patient has 
diabetes or not. ze have created a number of machine learning 
models for the binary classification problem in this research. 
Four ML classifiers have been utilized for the development of 
a model to diagnose early risk prediction of DM using the 
lifestyle dataset ?. The MLTs are SVC, LR, KNN and RF. 

Support Vector Classification (SVC): The supervised 
machine learning algorithm Support Vector Classification 
(SVC) divides the data into positive and negative classes with 
the greatest possible distance or margin.  

Logistic Regression (LR):  A classified dependent variable 
and a set of independent factors making up LR are compared. 
It is a statistical model that creates a binary-dependent variable 
by using logical function (Wang, C., Lin, Q et al.). Based on 
probabilities, the link between the dependent and independent 
variables is estimated. In this approach the dependent variable 
is categorical. It is depicted mathematically as follows: 
 

h ∅(𝑦) = 𝑝(𝑘 = 1|𝑥; 𝑡ℎ𝑒𝑡𝑎).                   (1) 
 

The likelihood that k=1 given y, denoted by "theta" 
 

P (k=1|x; theta)+p(k=0|x;theta)=1.           (2) 
 

K-Nearest Neighbor (KNN): When using the KNN the 
algorithm investigates K instances of the dataset that are close 
to the observation. After that, the algorithm itself will use its 
output to assess the variable y of the evaluation that should be 
expected (Li, Y., and Yang. et al.). The following equation is 
used to determine the Euclidean distance between two 
observations: 

 

D (xi, yi) =ඥ(𝑥𝑖1, 𝑦𝑖1)2+ ⋯ … + ඥ(𝑥𝑖𝑚 − 𝑦𝑖𝑚)2.  (3) 
 

Because K nearest neighbor does not initially require 
training and mostly learns from the data set while making 
predictions, it takes very little processing time. Due to the fact 
that it only needs two values, this algorithm is simple to 
implement: i) the K value and (ii) the distance function value. 
However, it has issues with large data sets and performs poorly 
with data that has several dimensions. 

Random Forest (RF): To get a single result the RF mixes 
the output of different DT. Row sample and column sampling 
are done using the DT as a base. If the base learner population 
grows, the variance may decline or vice versa. K is a reasonable 
solution to cross-validation. It is regarded as a crucial bagging 
technique. 
Random Forest=Bagging (Row sampling with replacement) + 

DT (base learner) + feature. 
 

Bagging is the combination of column sampling and 
aggregation (mean/median, majority vote). Variability and 
little bias are qualities of decision trees and by averaging 
decision trees, the variance component of the model is 
minimized. It is possible to create the unknown samples by 
averaging the prediction. 

 

I=
ଵ

ெ
∑ 𝑓(𝑥)ெ

ெୀଵ ,                                    (4) 
 
where uncertainty is 
 

𝜎 =
ඥ∑ ெಾసభ ((௙(௫)ି௙)ଶ

ெିଵ
. 

 
The Random Forest (RF) algorithm analyzes data using a 

variety of decision trees, collecting predictions from each one, 
and determining the most effective course of action (Asif, M., 
Nishat, et al.). Additionally, it is built on an ensemble learning 
method that uses the bagging algorithm and can handle missing 
values for data. 

V. RESULTS AND DISCUSSION 
This section discusses and presents the results of the 
experimental design by using MLT for the early risk prediction 
of DM based on lifestyle factors. HP Z60 was the PC (Work 
Station) used for the experimental procedure. The hardware 
technical specifications include an Intel XEON processor 
running at 2.4 GHz (12 CPUs) and a NV Quadra K2200 GPU. 
Machine RAM and display RAM both have 4 GB of memory. 
The installed operating system is Windows 10 pro-64-bit and 
the machine storage capacity is 1TB [25]. The fundamental 
detailed statistics on lifestyle factors and associated metrics 
such as in Figure 2 are displayed the mean, standard deviation, 
minimum and maximum values, respectively. For example, in 
BMI parameters values are count, mean, Std, min, 25%, 50%, 
75% and max are as 768, 291.102201, 6.612376, 14.69000, 
24.80000, 28.12000, 32.63000 and 75.82000 respectively. In 
order to show the dataset major characteristics, the same 
calculations have been done for additional parameters as well. 
 

 

Figure 2. Data Set description 

A.  Correlation Coefficient and Analysis  
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The dataset two variables in relation to one another are 
discovered using the Correlation Coefficient Analysis (CCA) 
technique. Identifying the significance of the dataset features is 
the primary objective of the CCA. There is a strong correlation 
between the factors that are dependent and independent. The 
feature set is taken into account to be suitable for developing 
machines learning models. The correlation matrix between the 
set of features is shown in Figure 3.  
 

 

Figure 3. Correlation Coefficient matrix 

A finite integer is in the range of +1 and -1 indicates the 
range of the values that are determined numerically. The values 
of the CCA matrix are represented by a finite number in the 
range of +1 and -1: 

 r +1 indicates an entirely positive correlation; 
 -0.08 represents negative correlation; 
 +0.07 indicates entirely positive correlation; 
 +0 represents no correlation; 
 +0.08 indicates positive correlation; 
 -0.07 indicates entirely negative correlation; 
 -0.01 indicates complete negative correlation. 
The equation below analyses the attribute. 
 

CCA =
௚ ௔௩௚(௖௢௥௥௙௖)

ඥ௚ା௚(௚ିଵ)௔௩௚(௖௢௥௥௙௙)
                 (10) 

 
When building the rank transformation, CCA is used to 

assess the set of parameters, features, and determine the 
relevance between dependent and independent biological 
aspects. The mean correlation between the independent and 
dependent variables of the predicate is represented by the (Avg 
(corr fc)) while the average correlation between parameters is 
defined by the (corr f f)). K also indicates how many features 
are included in the dataset. The parameters such as BMI, 
Smoking, Sex, Thrist, Glucose, Diastolic blood Pressure, 
Triceps Skinfold thickness,2- Hours serum insulin, Diabetes 
pedigree Function, Family History of diabetes show a good 
correlation with the outcome class for the diagnosis of  early 
prediction of DM condition. For instance, relations between 
independent and dependent variables include BMI, smoking, 
and sex, with a correlation coefficient of 0.04, 0.1, and 0.07, 
respectively. Correlation between many parameters, such as 
glucose weighted average to diastolic Blood pressure is 0.05, 
sex in relation to heart rate is 0.03, etc. 

B.  Performance Evaluation of ML Algorithms 
Table 2 shows the summarization of the results obtained using 
the cross validation method for several MLT models. It 

presents the outcomes of various evaluation metrics, including 
Accuracy, Precision, Recall, fi score and ROCAUC. Out of all 
the concepts RF has achieved the highest accuracy of 92.85% 
on the basis of accuracy followed by SVC, LR, KNN, which 
have shown 91.5%, 83.11% and 89.6% respectively. However, 
in terms of precision RF has achieved 98%, SVC (95%), LR 
(88%) and KNN (78%). In recall analysis RF has shown 93%, 
SVC (92%), LR (72%) and KNN (89%). In fi score RF has 
achieved 95%, SVC (94%), LR (88%), KNN (84%). In 
addition, in ROCAUC RF has shown 94%, SVC (90%), LR 
(80%) and KNN (89%). 

Table 2. Classification Performance of the dataset 

Algorithms Accuracy Precision Recall Fi 
Score 

ROC 
AUC 

SVC 91.5 95 92 94 90 
LR 83.11 88 72 88 80 
KNN 89.6 78 89 84 82 
RF 92.85 98 93 95 94 

C.  Feature Engineering 
Feature engineering is crucial to the process of constructing 
ML models. Insignificant or incorrect characteristics may have 
a negative impact on how well a model runs. The training time 
is reduced and accuracy is improved with proper feature 
selection. Embed, filter, wrapper, embedded, and hybrid 
strategies are a few of the methods for feature selection used by 
machine learning models (Ferhatoglu, C., & Miller, B. A). The 
features are selected in this work using the Information Gain 
and Correlation techniques. The majority of the identified 
characteristics, with the exception of "Sex," are found to 
contribute significantly to the early prediction of DM as shown 
in Figure 4. The importance/ranking of all features, in order of 
highest to lowest, are Outcome, 2 Hours Serum Insulin, 
Diastolic Blood Pressure, Thirst, Triceps Skinfold Thickness, 
BMI, Family History of Diabetes, Sex and Smoking. However, 
it has a strong link with unrelated factors and is a key aspect of 
lifestyle. 
 

 

Figure 4. Correlation of feature importance 

D.  Comparative Analysis with the existing work 
Table 3 compares the effectiveness of our proposed framework 
to a variety of relevant types of literature in terms of the 
methods utilized, the dataset and the analysis. Most lifestyle 
factors are universal across all studies conducted for use in 
opposition to the work being proposed. It is shown that our 
framework, when taken into consideration, has produced 
positive results in terms of numerous evaluation criteria, 
including accuracy for DM early prediction. K-fold cross-
validation is employed to obtain results that are more 
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trustworthy than those from comparable studies when 
developing the suggested framework. 

Table 3. Comparison of existing works 

Authors Technique used Data set  Analysis 
[22] LR,  KNN, DT, 

NB, SVM,  and 
ANN 

Medical data set 
of Bangladesh  

87% for  
SVM  

[23] SVM, RF and LR PIMA Data set  90% for RF 
[24] LR,  KNN, DT, 

NB, SVM, and 
ANN 

PIMA Data set 89% for DT 

Our Proposed 
System 

LR ,RF,KNN,RF Lifestyle 
diabetes 
prediction 

92.85 for RF. 

VI. CONCLUSION AND FUTURE SCOPE 
Millions of people all over the world are being badly affected 
by diabetes chronic condition at an alarming rate. MLT is used 
for early DM prediction based on lifestyle variables in this 
research work. The data on patient’s lifestyle has been 
thoroughly examined in order to create the framework. Finally, 
four MLTs based on RF were implemented using 10 fold cross 
validation. To our knowledge, this is the first time a framework 
has been given that yields prediction results that are so much 
better than those from earlier research. By metric analysis, the 
findings of this proposed work are accurate and reliable. This 
framework can be used to predict disease likelihood in patients 
and prospective patients at an early point in the future. 
Different patient types can be encouraged to adjust their 
lifestyles appropriately (using dietary changes and exercise 
routines) depending on the disease's tendency. Furthermore 
mobile applications can be created to assist medical 
professionals in diabetes detection and prediction. 
Additionally, it will help users prevent hospital readmissions 
and reduce diabetes complications at an early stage. 
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