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 ABSTRACT This paper presents the study of energy consumption of the methods for recognizing 
patterns/anomalies in numerical series, namely, the light sensor values in a smart home system. Methods for 
analyzing time series, identifying anomalous zones, and testing anomaly recognition algorithms are presented, and 
the smart system is prototyped. The energy consumption of correlation, comparison, and recognition methods 
using NNs is measured and analyzed. The case study has confirmed that the most resistant to signal changes and 
interference is the correlation analysis method. A methodology for applying recognition algorithms for different 
strategies for using optimal energy consumption is presented. 
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I. INTRODUCTION AND RELATED WORK 
OWADAYS, systems that measure various physical 
values, are growing.  The most popular concept among 

them is the Internet of Things (IoT). Today, there are 
approximately 13 billion of such devices [1]. Unlike previous 
years, it became common to shift data computing from 
computer systems to small-sized, energy-efficient 
microcontroller units (MCUs) [2]. This trend has also affected 
many areas, for example, anomaly analysis of sensor signals 
[3] and pattern recognition [4]. However, the analysis confirms 
that developers of such systems pay just a little attention to the 
energy efficiency of algorithms for pattern and anomaly 
analysis recognition. On the other side, researchers who 
analyze and study the energy consumption of instructions and 
commands by MCU (to increase the battery life), do not 
consider to a sufficient extent where and how the results of 
instruction energy consumption will be used [5, 6].  

Therefore, it remains an urgent question not only to 
measure the power consumption of the MCU but also to define 
what tasks can be running so that the MCU can be working in 
autonomous mode for the longest time. 

Due to the need for a comprehensive approach to the 
addressed issue let us to divide the related works into two 
groups: analysis of numerical series for anomalies detection 
and analysis of MCU instructions energy consumption. 

А. METHODS AND TOOLS OF ANALYZING NUMERICAL 
SERIES FOR ANOMALIES DETECTION 
During operation, any measuring system collects and processes 
the sensor signals and sends the data to a server or stores it in 
internal memory. If this data is accompanied by the acquisition 
time, then a numerical series of values of measured physical 
value is formed. An example of a physical value can be 
temperature, light level, or the vibration level of an electric 
motor under extreme loads. Methods for finding patterns in a 
numerical series help to understand better the processes that 
take place in the measurement object, their cause, and further 
development. One of the most used methods for analyzing 
numerical series is correlation [7, 8]. 

In [9], a technique for visual recognition of numerical series 
was proposed and the algorithm for image classification was 
described. This approach simplifies the analysis of numerical 
series because the image is recognized as a whole, unlike the 
methods using Markov chains [10]. 

In [11], the authors proposed a speech recognition 
algorithm that does not depend on the programming language 
and can be used for low-energy computer systems based on 
MCUs. The proposed algorithm achieves a high accuracy of 
speech recognition, which is an analog signal converted into a 
certain numerical series, using a relatively small set of patterns. 

N
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In [12], the approach for using a neural network (NN) in 
systems based on the cheap MCUs was proposed. The 
technology consists of two parts. Its first intelligent part is 
created in Matlab-Simulink, where the NN is trained. Then the 
trained structure of NN is transferred to the MCU as part of its 
program. As shown in [13], the computing resources required 
to use the NN are about 10,000 times less than those required 
to train it. Moreover, it is possible to transfer each layer to a 
separate MCU, which allows the creation of a high-
performance control system without using the expensive 
equipment. 

An even more effective speed solution with a small number 
of NN inputs was proposed in [14]. Matlab-Simulink calculates 
the values of the NN for all possible combinations of its inputs 
and records it to the MCU's extended RAM at the addresses 
corresponding to the code combinations at the NN inputs. Then 
the MCU gets from the memory the only value that corresponds 
to the desired combination of NN inputs.  

However, this solution may not be optimal in terms of 
energy consumption, because the MCU's extended RAM 
consumes the energy too.  

Therefore, a goal of the paper is to investigate the 
performance and energy consumption of MCUs when using 
common correlation and comparison methods as well as NN 
methods for recognizing patterns/anomalies in numerical 
series. 

B. ANALYSIS OF MCU ENERGY CONSUMPTION 
The most common technique for measuring the MCU energy 
consumption (as well as IoT modules) is the discharge control 
circuit using a voltmeter for measuring the voltage of the MCU 
power supply, and an ammeter for measuring the current 
consumption. However, since MCUs are manufactured using 
CMOS technology, they consume current in short pulses 
synchronous with the clock generator [15, 16]. Therefore, the 
series ammeter inclusion in the MCU energy supply circuit 
impact on active resistance but also a much larger dynamic 
reactive resistance. This inductive resistance often leads to 
MCU failures due to a large voltage drop at the higher 
harmonics of the consumption current pulses. To avoid this 
problem, it is needed to include a capacitor in parallel to MCU 
power supply circuit. 

In [17], it was proposed to study the power consumption of 
a microcomputer using special benchmarks. The results show 
that hardware-based video processing has higher performance, 
but also increases power consumption. If we use a software 
implementation, then video processing has less power 
consumption, but the processing time increases. 

In [18], the energy consumption of two popular platforms, 
Arduino and Raspberry Pi, was analyzed as part of an air 
quality control system. The results were received without 
energy consumption of the software and working modes. These 
measurement results show that although both platforms are 
positioned as low-current, the Arduino consumes almost three 
times less energy than the Raspberry Pi, which has significantly 
more computing resources. 

In [19], a simple and inexpensive wattmeter for the 
investigation of FPGAs and MCUs was presented. It can 
measure energy consumption both at the level of processor 
instructions and at the level of system components. According 
to the authors’ claim, this device confirms the data of 
equipment manufacturers, which indicates the high accuracy of 
the latter and has an error of about 5%, the error depends on the 

code being executed or on the set of components. 
The analysis of works above show that some researchers 

investigate the implementation of high-performance data 
processing methods while others deal with measuring the MCU 
energy consumption of executing code/instructions.  

Therefore, a very little attention is paid to the study of 
computing methods energy efficiency and program 
optimization in terms of energy consumption. The reason of 
this is that this problem is not within the interest’s scope of both 
researchers’ groups. This paper proposes to fill this gap and to 
study the energy efficiency for analyzing numerical series. 

In our case, we have for prototype the system of growing 
plants in a closed space GrowBox [20]. It automatically 
controls the best conditions for plant growth. All studies were 
conducted with an open prototype (Fig. 1). 
 

 

Figure 1. The investigated GrowBox system for growing 
plants in a closed space. 

When testing the system, it has been found that the light 
sensor reacts to changes in lighting when a person passes by 
(Fig. 2). As it can be seen in Fig. 2, the waveform is almost 
unchanged and it does not depend on the illumination level. 
This feature was used in the microclimate control system to 
expand the functions for detecting the people in the room. In 
particular, the modernization does not require any hardware 
changes. It only requires the software and supplementing with 
the analysis of numerical series and detection of specified 
anomalies. Since the lighting in a room changes considerably 
throughout the day, the method of detecting anomalies by 
comparing them to a predefined threshold does not allow 
reliably to recognize this anomaly.  

To solve this issue, the three approaches are selected: a) 
recognition by an artificial neural network (Perceptron); b) 
correlation method; c) comparison method. 
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Figure 2. Changes in the output signal of the light sensor 
when a person passes by 

II. ANOMALIES DETECTION IN NUMBER SERIES 
Based on the preliminary analysis of methods for data 
processing authors selected clustering technique [1, 2]. The 
latter one can sort similar data, revealing unusual or outlier 
groups of points in a series, which can be useful in finding 
unusual patterns in energy-efficient data processing techniques 
using microcontrollers. 

To solve the given problem, we need to identify the two 
clusters: a rest period (no anomaly) and an anomaly period. 
That is why we select the non-hierarchical clustering, which 
requires that the initial distribution/number of clusters is known 
a priori. In non-hierarchical clustering, the data points are 
divided into k clusters so that the variation inside the cluster is 
as small as possible for all the clusters. It is expedient here to 
employ the k-means method [3, 21, 22], which is the most 
common non-hierarchical clustering approach [23, 24], due to 
its simplicity and effectiveness in detecting clusters and 
anomalies in time series. In such case we may run the following 
steps [25]: 

Selecting the k-means method:  
Step 1. Determine the k number of clusters. 
Step 2. Determine the initialization by randomly assigning 

each sample to one of the k clusters. 
Step 3. Repeat the previous two steps until the cluster 

assignment stops changing:  
Step. 3.1 Calculating the centroid V per each cluster [26, 27] 

 

𝑉 =  ∑ ∑ ห𝑋௝ − 𝜇௜ห
ଶ

௫ೕ∈ௌ೔

௞
௜ୀଵ , (1) 

 
where i=1,2,....,k and µi is the centroid or midpoint of all 

points of the cluster Si. 
Step. 3.2. Assign/reassign each sample to the cluster with 

the nearest centroid. 
Step 4. Display the result of data distribution by clusters. 

As input data, we used data presented in the form of a time 
series. As the result, Fig. 3 illustrates a distribution of clusters, 
namely, cluster 0 contains anomalies, and cluster 1 contains 
data during the rest period. As it can be seen in Fig. 3, clusters 
are detected even with the minor fluctuations in indicators. 

 

Figure 3. Anomaly detection by cluster analysis 

III. SOFTWARE IMPLEMENTATION OF ANOMALY 
DETECTION METHODS USING LabView 
Before uploading the executable code using one of the three 
specific methods mentioned above, we developed the software 
using LabView [28]. This environment was selected because it 
can be employed to rapidly design the systems for data 
acquisition and analysis. Moreover, the LabView has the built-
in virtual tools for working with the Arduino platform, which 
simplifies development and saves the research time.  

As mentioned above, the NN, namely a single-layer 
perceptron, was used as the first method of anomaly detection 
[29]. We selected the googlecolab service [30] to implement 
the perceptron and train it. This service was used separately 
from the main program for analyzing recognition methods and 
its main task was to output the weighting coefficients of the 
trained NN. 

The block diagram of the code that implements the 
perceptron model is given in Fig. 4.a. The two curves are shown 
in graphical user interface (Fig 4.b). The first curve (see Fig 
4.b, top) illustrates how the neural network is trained, and the 
second one (see Fig 4.b, bottom) shows the test signal that has 
been recognized.   

 

 

Figure 4.a Block diagram of code for NN implementing. 
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Figure 4.b Graphical user interface for NN implementing 1- 
weighting coefficients of NN, 2- input signal from the sensor 

and 3 – results of the NN running 

To implement the correlation method [31], the code was 
developed (Fig. 5.a).The graphical user interface (Fig. 5.b) 
illustrates the two curves. The upper graph shows the received 
signal from the sensor (65 measurements). The lower graph 
shows a set of sample values that are used as a reference 
 

 

Figure 5.a Block diagram of code for correlation method 
implementing  

 

Figure 5.b Graphical user interface for correlation method 
implementing: 1- the main signal pattern, 2 – the input signal 

under test and 3- the result of calculating the correlation 
coefficient r. 

To implement the comparison method [32], the code was 
developed for determining the deviation from the arithmetic 
mean (Fig. 6.a). 

The graphical user interface (Fig. 6.b) illustrates the same 
two curves as in Fig 4.b.  

 

Figure 6.a Block diagram of the code for comparison method 
implementing. 

 

Figure 6.b Graphical interface for comparison method 
implementing:1 – the main signal pattern, 2- the input signal 
under test, and 3 – the deviation from the arithmetic mean. 

After checking all the anomaly recognition methods above, 
it has been found that the correlation method has the best 
results. This method is stable even when the light level changes, 
but the pattern remains the same.  

Then authors investigated the anomaly recognition methods 
for different ration of input and sample signals. In particular, 
Fig. 7 shows a comparison of input and sample signals when 
they have the same amplitude and shape. The curve at the top 
means the real signal from the sensor, and the curve at the 
bottom means that the signal is used as a reference. The test 
results are labeled with the following numbers (see Fig. 7, 
right): 

1) comparison method. Zero deviation means a complete 
match, for example, 0.2 is a deviation of 20%; 

2) correlation method. One means that two signals are 
100% correlated with each other;  

3) recognition using NNs. One means that the root mean 
square error tends to be zero. 
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Figure 7. Comparison of the input and sample signal. 

Fig. 8 illustrates the effect of amplitude deviations of +/- 
20%. When the signal amplitude was increased by 20% (see the 
upper graph of Fig. 8.a), the NN and the correlation method 
showed stability and the anomaly recognition remained within 
acceptable limits. When the amplitude was reduced by 20%, 
similar results were obtained (see the upper graph of Fig. 8.b). 
The comparison method showed deviations of about 20%, 
respectively, although the waveform remained unchanged. 
Thus, when the difference in the amplitude of the input and 
sample signals increases, the comparison method stops 
working.  

 

 
Figure 8.a. Dependence of signal on the amplitudes increase 

amplitude by 20% 
 

 

Figure 8.b. Dependence of signal on the amplitudes reduce 
amplitude by 20%: 1 – the result of the comparison method, 2 
– the result of correlation, 3 – the result of recognition using a 

neural network 

Fig. 9 shows the response of methods for comparison, 
correlation, and NN to changes in the input signal. For 
example, the top graph in Fig. 9, a shows some signal 
distortion. As a result, there are deviations of methods:  
comparison – 13% (label 1), correlation – 0.95 (label 2) and the 
NN – 1 (label 3). 

It should be noted that label 1 in the NN window shows the 
recognition probability rounded to an integer. In fact, the root 
mean square error is slightly less than 50%.  

Thus, with different types of input signals, the correlation 
method remains the most accurate in detecting anomalies. So, 
it can be used in portable and autonomous systems, such as IoT 
modules or low cost measurement systems of different 
applications. 

 

 
a) 

 
b) 

Figure 9. Response of comparison, correlation, and NN 
methods to changes in input signal:  a) slight change in the 

signal; b) significant change in the signal 

IV. ANALYSIS OF ENERGY CONSUMPTION FOR 
ANOMALY RECOGNITION METHODS 
Having the tests results, we may estimate the energy efficiency 
of the proposed methods because it is expected to employ them 
as part of IoT modules that operate autonomously from the 
battery. Extending the life of the module, the cost of its 
maintaining in a remote location will be reduced. 

The following recommendations were used for preliminary 
measurements [33] and consisted of the MCU under test, a 
precision multimeter [34], and a PC for data collection and 
analysis. 

This system for preliminary measurements includes the 
multimeter with the MCU under test and a PC for analysis. The 
communication between the PC and the multimeter uses an 
infrared interface, which reduces the influence of interference 
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from the PC. 
After completing measurements by the 3 developed 

methods for anomaly detection, the following results were 
obtained (Fig. 10). 

 

 

Figure 10. Graphical interface for working with the user 

As it can be seen in Figure 10, the NN method is the best 
one, with an average consumption of 25.042 mA, followed by 
the comparison method with 24.554 mA correspondingly. The 
lowest energy consumption was shown by the correlation 
method at 24.471 mA. 

V. CONCLUSIONS 
This work demonstrates a possibility of using anomaly/pattern 
recognition methods in the IoT modules working as part of low 
cost measurement systems.   

Received results have confirmed that the most resistant to 
signal changes and interference is the correlation analysis 
method. Changes in signal amplitude and shape by 20% did not 
affect the accuracy and were in the range of 1. The analysis of 
the methods' power consumption showed that the correlation 
analysis method is also the least power-consuming, with an 
average of 24.471 mA. 

The NN method was the most power-consuming, averaging 
25.042 mA. In addition, this method provided a lower 
recognition accuracy compared to the correlation analysis 
method, 1 vs. 0.98. This can be explained by the fact that the 
simplest perceptron was studied as an NN, and maybe more 
complex NNs can have the better recognition accuracy.  

The comparison method confirmed the average power 
consumption of 24.554 mA, but it was very sensitive to changes 
in signal amplitude and shape. 

Thus, the correlation analysis method can be recommended 
for use in low-cost measurement modules that are a part of the 
IoT for anomaly recognition. 

In addition, the research shows that there are deviations in 
power consumption, but they are insignificant due to the fact 
that a small dataset is used. 

In terms of autonomy, the correlation and comparison 
methods gave approximately 31-31.5 days, and the NN method 
gave 29-30 days of battery life. 

In future, authors are going to explore machine learning 
methods and various types of neural networks [26, 35] for a 
more detailed analysis in energy efficiency terms and power 
consumption optimization of autonomous MCU units in IoT.  
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