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 ABSTRACT The paper discusses methods of detecting cervical spine fractures based on computed tomography 
images using machine learning algorithms. Solving such a problem is important in the context of providing 
emergency care to patients with suspected spinal fractures, when accurate decision-making based on radiological 
data can be critical. In this case, such a machine learning model can speed up the work of a radiologist and reduce 
the importance of the human factor in making important decisions. After a review of analogs from the literature, 
it has been found that convolutional neural networks appear to be the most promising method. Using a publicly 
available dataset, a model "Fracture detection 3" based on a convolutional neural network is developed to solve 
the problem. The model demonstrates a classification accuracy of 98.25%, sensitivity of 99%, and specificity of 
97.5%, which is ahead of the literature. For comparison with traditional methods, models based on the support 
vector method, decision tree, and k-nearest method are developed using a similar dataset. "Fracture detection 3" 
outperforms all developed models based on traditional methods in terms of classification accuracy. 
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I. INTRODUCTION 
HE unique structure and flexibility of the cervical spine 
make it vulnerable to injury. Injuries to this area cover a 

wide range, from minor muscle sprains to severe fractures and 
dislocations that can cause spinal cord damage and endanger 
the patient's life. To prevent additional neurological injury, it is 
critical to follow established protocols for initial assessment 
and treatment, including immobilization to protect the cervical 
spine from any unnecessary movement. Although cervical 
spine injuries are often obvious, relying on clinical examination 
alone may sometimes not be enough. In this case, radiographic 
imaging is necessary for an adequate response from doctors. 
Rapid identification and localization of any vertebral fractures 
is crucial to prevent neurological deterioration and paralysis 
following a traumatic event. 

Typically, X-rays or computed tomography are used for 
imaging. Although computed tomography is the preferred 
method, X-rays may be the only option due to their lower cost 
[1]. 

In recent years, machine learning has been increasingly 
used in medicine. Large data sets are created based on years of 
scientific research, patient observation, and treatment results, 
which are then used to create machine learning models. Such 
models can be used for a wide range of tasks: predicting the 
patient's future condition, detecting disease based on diagnostic 
data, and many others. In particular, in radiology, i.e., the 
medical field related to the acquisition and processing of 
images of the human body, i.e., visualization, convolutional 
neural networks, machine learning models that can emulate the 
processes of pattern recognition in the human neural system, 
have become popular. Convolutional neural networks are 
particularly effective in this field, as they mimic the processes 
occurring in the human visual cortex. Convolutional neural 
networks, in addition to traditional fully connected layers of 
neurons, use the so-called convolutional operation, which 
removes abstract characteristics of the image [2, 3]. 

There are also quite successful solutions based on deep 
neural networks related to solving the problem of detecting 
cervical spine fractures based on computed tomography 
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images. For example, [4] described the use of a convolutional 
neural network to solve a similar problem. The accuracy of the 
machine learning model was 92%, while the results of 
radiologists' work for the same data were 95% accurate. These 
data indicate the prospects of using convolutional neural 
networks in the context of the current task. 

II. ANALYSIS OF THE SUBJECT AREA 
A. BASIC CONCEPTS 
Cervical spine injuries range from relatively mild sprains and 
strains to fractures and dislocations of the vertebrae, which can 
lead to significant spinal cord damage. The special anatomy of 
the ligaments and bones provides the C-spine with a large range 
of motion, but also makes it more susceptible to injury. Various 
mechanisms underlying this flexibility make the cervical spine 
vulnerable to injury. 

Patients with a suspected cervical spine fracture are treated 
at the pre-hospital stage with immobilization and keeping the 
spinal column "in line" to prevent excessive movements. 

The goal of the initial assessment of potential cervical spine 
fractures is to quickly recognize and identify the primary injury 
and to adequately protect the spine to prevent further damage. 
For unconscious patients, the diagnosis is mainly made using 
computed tomography [1]. 

The task of automating the detection of cervical spine 
fractures based on CT images can be formally described as a 
binary classification problem, where the input data is an array 
of image pixel values, and the output data is the image's 
belonging to one of two classes: healthy or fractured. 

Machine learning methods are used to solve these 
problems. A distinctive feature of such methods is the ability to 
solve problems based on the automatic detection of patterns in 
large amounts of training data, rather than using predefined 
algorithms [5]. 

Popular machine learning methods used to solve the 
classification problem include, among others, support vector 
machines, artificial neural networks, k-nearest methods, and 
decision trees. 

B. REVIEW OF EXISTING METHODS 
As mentioned above, various methods of machine learning are 
widely used in medicine, and in particular in radiology. The 
most popular machine learning methods used in radiology 
include the support vector method, artificial neural networks, 
the k-nearest method, and decision trees [6]. 

The Support Vector Machine (SVM) is a supervised 
learning algorithm used to solve classification problems. It 
consists in separating instances in the feature space using a 
hyperplane. The hyperplane is chosen in such a way as to best 
classify the new data. The instances in the training data that are 
closest to the hyperplane are called support vectors. The SVM 
algorithm tries to maximize the distance between hyperplanes 
and support vectors in each group of classes, which improves 
the accuracy of the model. 

In radiology, SVMs are most effective when there are clear 
differences between the feature values of two groups, such as 
for predicting tumor grade or classifying different tissues based 
on texture [6-10]. 

K-Nearest Neighbor (KNN) is another supervised machine 
learning algorithm used to solve the classification problem. 

When training a model based on this method, all instances from 
the training sample are stored in the database. When the model 
runs, the attribute values of the input instance are compared to 
each of the values stored in the database. The initial class of an 
instance is determined by the class of most of the k "closest" 
training instances to it. 

The choice of the "distance" function between the two 
instances is critical. Usually, Manhattan or Euclidean distances 
are used for quantitative attributes. For qualitative attributes, 
the Hamming distance can be used. 

The choice of parameter k has a decisive influence on the 
quality of the algorithm. The algorithm can be too sensitive in 
the case of small k, and vice versa in the case of large values of 
k. One way to solve this problem is to use the so-called 
weighted k-nearest algorithm. In the weighted version of the 
method, the nearest k points are weighted using a function 
called the kernel function. The point is to give more weight to 
points that are close and less weight to points that are far away. 
The kernel function can be any function that decreases as the 
argument increases. For example, the inverse distance function 
can be used [6]. 

Decision trees are another popular supervised machine 
learning method used to solve classification problems. They are 
hierarchical tree-like structures, each node of which contains a 
rule according to which this object moves to one of the deeper 
nodes. Terminal nodes are called leaves. Each leaf corresponds 
to one class, which is given to the object that falls into this node 
during the classification process. 

There are many methods for building trees based on a 
training sample of instances: CART, C4.5, CHAID, QUEST. 
All methods use a common concept: building a tree with a 
partition at each step of a set from some node by creating a 
partition rule. They differ in the principle of choosing the rule 
for splitting at each step, the principle of reducing the size of 
the resulting tree, and the condition for stopping the algorithm. 

Convolutional neural networks are one of the most popular 
types of neural networks and methods in general used in the 
field of classification, and image classification in particular. 
Convolutional neural networks mimic structures from the 
visual cortex of the human brain, although they do not model 
their operation exactly. Unlike conventional fully connected 
layers of simple neural networks, convolutional neural 
networks use so-called convolutional layers, which effectively 
detect patterns in two-dimensional input data. 

The convolutional layer is the most important part of the 
convolutional neural network. The convolutional layer includes 
a separate filter for each channel, which processes the previous 
layer piece by piece. The convolution operation uses an 
extremely small number of parameters, which simplifies the 
training process and speeds up the network [7]. 

Pooling layers are used to reduce the dimensionality of data. 
A group of pixels is compressed to a single pixel by undergoing 
a non-linear transformation. The max function is usually used, 
but other functions can be used, such as calculating the average 
value. 

The use of neural networks, and in particular convolutional 
neural networks in fields related to radiology, has gained rapid 
popularity in recent years and continues to improve. 
Convolutional neural networks are used for classification, 
segmentation, and disease detection tasks. 
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C. REVIEW OF ANALOGS FROM THE LITERATURE 
The problem of detecting cervical spine fractures based on 
computed tomography images was discussed in [3]. A 
convolutional neural network developed by Aidoc was used. 
The results of the neural network were also compared with the 
average results of the assessment by radiologists of different 
levels. The machine learning model achieved 92% accuracy in 
detecting cervical spine fractures, 76% sensitivity, and 97% 
specificity. Radiologists' accuracy was 95%, with 93% 
sensitivity and 96% specificity. The fractures missed by the 
convolutional neural network and radiologists were similar in 
level and location and included fractured anterior osteophytes, 
transverse processes, and spinous processes, as well as lower 
cervical spine fractures, which are often hidden by attenuation 
of the CT beam. 

A similar problem was solved in [6]. In this paper, the 
authors studied the possibility of developing a model to detect 
any spinal fractures from X-ray images. A convolutional neural 
network is used as a machine learning algorithm. According to 
the test results, the model achieved a level of accuracy, 
sensitivity, and specificity of 86%, 84.7%, and 87.3%, 
respectively. 

The problem of detecting cervical spine fractures using a 
model to analyze the results of computed tomography was also 
solved in [7]. The model developed by the authors, based on a 
convolutional neural network with a layer of bidirectional long-
term memory, achieved an accuracy of 77.6%, sensitivity and 
specificity of 77.2% and 77.6%, respectively. 

A comparison of the analogs under consideration is shown 
in Table 1. 

Table 1. Comparison of the analyzed analogs 

The model 
used 

Source of 
information 

Accuracy Sensitivity Specificity 

CNN Aidoc [4] CT 92% 76% 97% 
Expert 

assessment [4] 
CT 95% 93% 96% 

IBM Watson 
Visual 

Recognition V3 
[6] 

X-ray 86% 84.7% 87.3% 

DCNN [7] CT 77.6% 77.2% 77.6% 

D. CONCLUSIONS 
Study [4] not only established a benchmark level of model 
quality, i.e., accuracy, sensitivity, and specificity of 
classification, but also provided valuable results of real 
radiologists' work on a dataset that is also used to evaluate the 
machine learning model. 

These data allow us to establish that convolutional neural 
networks are indeed a promising technology for solving the 
problem. Models based on convolutional neural networks are 
capable of solving the task at the level of professional 
specialists, and therefore can be used in real medical practice 
as an aid. 

III.  BUILDING A MACHINE LEARNING MODEL 
A software implementation of a system for automatic detection 
of cervical spine fractures based on computed tomography 
images using a machine learning model based on a 
convolutional neural network is developed. 

The problems of preventing model overtraining, developing 
its architecture, and selecting functions for assessing its quality 
are considered. 

A. PRELIMINARY PROCESSING OF INPUT DATA 
All images from the dataset [8] are already resized to the same 
size – 224 by 224 pixels. All the data that goes to the model 
input has the same dimensionality. Other images that can be fed 
into the model should be converted to the same format.  

Before processing in the model, pixel values from the image 
are normalized, i.e., reduced to a single small range, the values 
from which can be efficiently processed by the model.  

Since the values of input pixels can take values from 0 to 
255, the value of each pixel is converted to a range from 0 to 1. 

The dataset already provides data split into training and 
validation sets, so there is no need for random splitting. All the 
models will be trained on the training set and tested on the 
validation set. 

An example of an input image to the model is shown in Fig. 
1. 

 

Figure 1. CT image of the cervical spine. The image was 
obtained from the dataset [8]. 

B. SELECTION OF COST FUNCTION AND MODEL 
QUALITY ASSESSMENT FUNCTIONS 
A loss function is used to formally quantify the model 
performance during training. The loss function is calculated as 
a numerical value from the model outputs and the actual values 
of the output features of the training set instances. It shows the 
value of the model's error, so during training the loss function 
is minimized to achieve the best possible model performance 
[9].  

Since the model solves the problem of binary classification, 
it is natural to use a cost function called binary cross-entropy. 
This function can be used when the values of the output 
attributes of the sample instances take binary values: 0 or 1. In 
this case, the values predicted by the model can belong to the 
range from 0 to 1. The value of the binary cross-entropy 
increases with the distance between the actual and predicted 
values of the instance classes. 

Metrics such as accuracy, sensitivity, and specificity will be 
used to evaluate the model performance during testing. These 
metrics are typically used to evaluate models that predict a 
discrete input argument, i.e., solve a classification problem. 
They are also used in medicine to evaluate diagnostic methods 
[10]. 
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The sensitivity of a diagnostic model measures its ability to 
correctly identify sample with the disease condition. It is the 
proportion of true positives that are correctly identified by the 
test, given by 

 

𝑆𝑛 =
்

்ାிே
,                       (1) 

 
where 𝑇𝑃 is true positives, 𝐹𝑁 is false negatives. 

The specificity of a diagnostic model measures its ability to 
correctly identify sample without the disease. It is the 
proportion of true negatives that are correctly identified by the 
test, given by 
 

𝑆𝑝 =
்ே

்ேା
,                   (2) 

 
where 𝑇𝑁 is true negatives, 𝐹𝑃 is false positives. 

The accuracy of a diagnostic model shows the general 
ability to correctly identify sample’s class. It is the proportion 
of correctly recognized samples, given by  
 

𝐴𝐶 =
ே

ேା
,                      (3) 

 
where 𝑁𝑐 is correctly classified subjects, 𝑁𝑖 is incorrectly 
classified subjects. 

Specificity and sensitivity tend to be inversely related. 
High-sensitivity test is more likely to detect true positives 
among those with a disease, while a highly specific test is better 
at correctly identifying true negatives in those without the 
condition. Consequently, it is important to evaluate both 
sensitivity and specificity to assess diagnostic test 
performance.   

C. PREVENTING OVERFITTING 
Overfitting is a phenomenon that occurs during the training of 
machine learning models. It can be defined as a result that fits 
a particular data set too closely and therefore may not be able 
to process new data accurately enough. The appearance of 
overfitting indicates that the model does not generalize the data 
sufficiently, i.e., it cannot detect important patterns in the 
training dataset, but has enough information about this dataset 
to have high recognition accuracy on it.  

The best way to eliminate the overfitting effect is to 
increase the training data set [11]. However, since we are using 
a publicly available dataset that has a limited size, other 
techniques need to be applied. 

One of the well-known methods to combat overfitting in 
neural network-based models is the use of dropout layers [12]. 

The thinning applied to a layer consists in removing (setting 
to zero) features at the model training stage. The thinning 
coefficient is the proportion of features that are zeroed out. 
Thinning is applied only during model training. In order to 
compensate for the effect of reducing the number of features 
during thinning, the features that have not been zeroed are 
multiplied by 1/(1 – R), where R is the thinning coefficient [13-
28]. 

Thinning in the model is implemented using the dropout 
layer from the Keras library. The value of the thinning 
coefficient is set to 0.1. It was chosen empirically. 

D. BUILDING AND TESTING THE MODEL 
To solve this problem, a modified model "Fracture detection 1" 
is built based on a convolutional neural network. The 
architecture of the model is given in Table 2. The network input 
is a 56 by 56 pixel image. 

Compared to one of the well-known models from the 
literature [6], the developed model has a number of differences. 
"Fracture detection 1" consists of a linear sequence of layers, 
while Visual Recognition V3 [6] has a complex branched 
structure and uses concat layers to combine the results of 
different branches. In [6], the avgpool layer is also used, which 
is not used in "Fracture detection 1". Softmax is used as a 
function for two output neurons in [6], while in "Fracture 
detection 1" sigmoid is used and only one output neuron is 
available. Overall, "Fracture detection 1" has a simpler 
architecture while achieving slightly better binary 
classification accuracy results. 

Table 2. "Fracture detection 1" architecture 

Layer Output shape 
Convolution (4x4x1@4) (None, 56, 56, 4) 
MaxPooling2D (f=2;s=2) (None, 28, 28, 4) 
Convolution (4x4x4@8) (None, 28, 28, 8) 
MaxPooling2D (f=2;s=2) (None, 14, 14, 8) 
Convolution (4x4x6@16) (None, 14, 14, 16) 
MaxPooling2D (f=2;s=2) (None, 7, 7, 16) 

Convolution (4x4x16@32) (None, 7, 7, 32) 
MaxPooling2D (f=2;s=2) (None, 3, 3, 32) 

Dense (128) (None, 128) 
Dense (1) (None, 1) 

 
The results of model training are shown in Fig. 2. Overall, 

the model achieved a classification accuracy of 85.00%. 
 

 

Figure 2. Graphical representation of the training of the 
"Fracture detection 1" model. The left part of the image 

contains graphs of accuracy values, the right – values of the 
loss function. 

In order to achieve higher classification accuracy results, 
the "Fracture detection 2" model, which has a more complex 
structure, is built. Unlike "Fracture detection 1", "Fracture 
detection 2" has a double number of filters in each 
convolutional layer, a double number of neurons in the fully 
connected layer, and one additional fully connected layer. Such 
changes allowed the model to detect deeper regularities in the 
input data, which led to an increase in the level of classification 
accuracy. 
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The architecture of the model is given in Table. 3. The 
results of the model training are shown in Fig. 3. In general, the 
model achieved a classification accuracy of 88.75%. 

 

 

Figure 3. Graphical representation of the training of the 
"Fracture detection 2" model. The left part of the image 

contains graphs of accuracy values, the right – values of the 
loss function. 

Table 3. "Fracture detection 2" architecture 

Layer Output shape 
Convolution (4x4x1@8) (None, 56, 56, 8) 
MaxPooling2D (f=2;s=2) (None, 28, 28, 8) 
Convolution (4x4x4@16) (None, 28, 28, 16) 
MaxPooling2D (f=2;s=2) (None, 14, 14, 16) 
Convolution (4x4x6@32) (None, 14, 14, 32) 
MaxPooling2D (f=2;s=2) (None, 7, 7, 32) 

Convolution (4x4x16@64) (None, 7, 7, 64) 
MaxPooling2D (f=2;s=2) (None, 3, 3, 64) 

Dense (256) (None, 256) 
Dense (256) (None, 256) 

Dense (1) (None, 1) 

 
Obviously, there is not enough information in the 

compressed images, and the structure of the models is not 
complex enough to extract it, therefore, in order to achieve even 
better results of classification accuracy, a modified model 
"Fracture detection 3" is built based on a convolutional neural 
network. Unlike the "Fracture detection 2" model, "Fracture 
detection 3" has twice the number of filters in each 
convolutional layer, twice the number of neurons in the fully 
connected layer, one additional fully connected layer, and a 
dropout layer that the previous model lacked. Adding a dropout 
layer reduced the overtraining effect of the model and led to an 
increase in the maximum accuracy results obtained during 
training. The network accepts an image size of 224 by 224 
pixels. A graphic representation of the architecture is shown in 
Fig. 4. The architecture of the model is given in Table. 4. 

Table 4. "Fracture detection 3" architecture 

Layer Output shape 
Convolution (4x4x1@16) (None, 224, 224, 16) 
MaxPooling2D (f=2;s=2) (None, 112, 112, 16) 
Convolution (4x4x4@32) (None, 112, 112, 32) 
MaxPooling2D (f=2;s=2) (None, 56, 56, 32) 
Convolution (4x4x6@64) (None, 56, 56, 64) 
MaxPooling2D (f=2;s=2) (None, 28, 28, 64) 

Convolution (4x4x16@128) (None, 28, 28, 128) 
MaxPooling2D (f=2;s=2) (None, 14, 14, 128) 

Dropup (10%) (None, 14, 14, 128) 
Dense (512) (None, 512) 
Dense (512) (None, 512) 
Dense (512) (None, 512) 

Dense (1) (None, 1) 

 

 

Figure 4. Architecture of "Fracture detection 3" 

The results of the model training are shown in Fig. 5. At the 
last training epoch, the "Fracture detection 3" model achieved 
a classification accuracy of 98.25%. The sensitivity value was 
99% and the specificity was 97.5%. 

 

 

Figure 5. Graphical representation of the "Fracture detection 
3" model training. The left part of the image contains graphs 

of accuracy values, the right – values of the loss function. 

E. COMPARISON OF THE MODEL WITH TRADITIONAL 
METHODS 
To compare the "Fracture Detection 3" model with models 
based on traditional methods, we created models based on the 
support vector method, the k-nearest method, and the decision 
tree. The Scikit-learn library [13] was used to develop these 
models. A similar dataset was used to train and test each of 
these models [8].  

Since the aforementioned traditional methods are not able 
to efficiently process raw image data, it is necessary to reduce 
the input dimensionality for these models. To solve this 
problem, we implemented the principal component analysis 
method from the Scikit-learn library. The data dimension for 
each of the instances was reduced from 50176 to 25 attributes.  

For the model based on the support vector method, after 
training, the following results were obtained on the test dataset: 
classification accuracy – 77.25%, sensitivity – 97.5%, 
specificity – 57%. For the model based on the k-nearest 
method, after training, the following results were obtained on 
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the test dataset: classification accuracy – 82.25%, sensitivity – 
100%, specificity – 64.5%. For the model based on decision 
trees, after training, the following results were obtained on the 
test data set: classification accuracy – 58.25%, sensitivity – 
68.5%, specificity – 48%. 

A comparison of the results of traditional methods with the 
results of Fracture detection is shown in Table 5. 

Table 5. Comparison of the results of traditional methods 
with the results of "Fracture detection 3" model 

The model 
used 

Accuracy Sensitivity Specificity 

CNN "Fracture 
detection 3" 

98.25% 99% 97.5% 

SVM 77.25% 97.5% 57% 
K-neighbors 82.25% 100% 64.5% 
Decision tree 58.25% 68.5% 48% 

F. COMPARISON OF THE MODEL WITH ANALOGS FROM 
THE LITERATURE 
A comparison of the results of the "Fracture detection 3" test 
with analogs from the literature is shown in Table 6. The table 
data indicate that the developed model is innovative and highly 
effective in terms of detecting cervical spine fractures. It is 
ahead of the known analogs in terms of accuracy, sensitivity, 
and specificity of classification. 

The high sensitivity of the model is worth emphasizing, that 
is, the ability to correctly identify patients who have a spinal 
fracture. It is this feature of the model that will play a key role 
during its practical use, allowing for timely diagnosis, making 
a decision on a treatment strategy, including immobilizing 
patients with a fracture. 

Table 6. Comparison of the model with analogs from the 
literature 

The model 
used 

Source of 
information 

Accuracy Sensitivity Specificity 

CNN Aidoc [4] CT 92% 76% 97% 
IBM Watson 

Visual 
Recognition V3 

[6] 

X-ray 86% 84.7% 87.3% 

DCNN [7] CT 77.6% 77.2% 77.6% 
CNN "Fracture 

detection 3" 
CT 98.25% 99% 97.5% 

IV. CONCLUSIONS 
The problem of automatic detection of cervical spine fractures 
based on computed tomography images using machine learning 
algorithms is considered. 

A review of literature analogs is carried out, based on the 
results of which a decision is made to develop a machine 
learning model based on a convolutional neural network to 
solve the problem. 

3 models have been developed, in particular the best – 
"Fracture detection 3", which demonstrates 98.25% 
classification accuracy, 99% sensitivity, and 97.5% specificity. 

We developed models based on the support vector method, 
decision tree, and k-nearest method using a similar dataset. 
"Fracture detection 3" outperforms all developed models based 
on traditional methods in terms of classification accuracy. 

The model performance demonstrated by the test results 
outperforms similar systems from the literature, as well as other 
methods on the same dataset, which suggests that the developed 

model is innovative and highly efficient in terms of the task at 
hand. 
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