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 ABSTRACT The paper considers the speedy images processing in Wireless Multimedia Sensor Networks using the 
Residue Number System (RNS) and the method of arithmetic coding. The proposed method has a two-stage frame: 
firstly, the RNS transformation is run to divide the data and obtain residues, and secondly, the parallel compression of 
the resulting residues is provided by employing the arithmetic coding. Within the implementation of binary code 
transformation in RNS one, the hardware complexity for block conversion is evaluated for various modulo sets and the 
results are illustrated. Authors employed the arithmetic coding for residue compression to provide the optimum of 
compression degree in terms of entropy assessment as well as a reduction in image redundancy without loss of quality. 
A research algorithm is proposed to run an experiment presented by the residues carried out on test images and other 
types of files. As a result, an increase in the speed of image compression of about 2.5 times is achieved by processing 
the small data as well as providing the parallel operation of the compression residue units by RNS selected moduli. 
Finally, the existing and proposed methods are compared and it has been shown the last one provides a better 
compression ratio of more than twice. 
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I. INTRODUCTION 
 large number of devices (sensors) connected to the IoT, 
which generates a significant amount of data and there is 

a tendency to increase it even more, especially for the mass 
growing of multimedia data [1] – [3]. The image is a common 
carrier among multimedia data, including pixels with a high 
correlation to each other. Due to this fact, the increasing 
number of compression methods are observed last decade [4] – 
[7].  

A selection of the compression method is closely related to 
the type of operating platform, one of which is Wireless 
Multimedia Sensor Network (WMSN). The last one is able to 
deliver multimedia data using cheap CMOS cameras and 
microphones. Nowadays, the WMSNs can find a broad 
application, in particular Industry 4.0, military, agriculture, 
intelligent transport systems and traffic surveillance, 
cybersecurity monitoring, medicine, smart cities, space 
investigation programs, smart grid.  

In comparison with conventional Wireless Sensor 
Networks, WMSN has more problems because of their limited 
resources in memory, processing, bandwidth, and power 

consumption. Hence, additional requirements are imposed on 
the compression process. 

Since existing techniques and technologies of compression 
cannot provide an appropriate capability, improving the image 
transmission and compression over WMSN is a hot issue [8], 
[9].  

A contribution of the paper is a proposal for using the 
Residue Number System (RNS) transformation for dividing the 
data (obtaining residues) and parallel compressing the resulting 
residues by employing arithmetic coding. The novelty of this 
work is that the proposed method enables reducing the 
compressing time of data by providing a parallel processing of 
remainders.  

The rest of this paper has been divided into four 
sections. Section 2 is dedicated to State-of-the-Arts, 
Section 3 describes the proposed method, and Section 4 
contents the experimental results. Section 5 summarizes 
the obtained results. 

 
 

A
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II. RELATED WORK 
Now various methods and techniques of compression are 
designed, and JPEG is widely employed in CMOS chips [11] – 
[13]. The main disadvantage of most compression algorithms 
is their sequential data processing, which leads to an increase 
in data delay time. This disadvantage is especially noticeable 
in WSN, given the limited hardware resources of nodes and the 
low bandwidth of communication channels [14] – [15]. 

In Reference [16], the Lempel-Ziv-Welch (LZW) 
compression algorithm was improved by using a system of 
residual classes. In the encoding process, decimal 
representations of ASCII codes are converted to residuals using 
the direct conversion of RNS. The received balances are 
transmitted by a communication channel in a secret order. 
Decoding is the restoration of a decimal representation using a 
process known as the inverse conversion of RNS. It is shown 
the proposed scheme works more efficiently than the traditional 
LZW compression algorithm and provides error correction by 
using redundant RNS modules. 

In Reference [17], a new model of data compression of 
sensors with accumulation of RBM (Stacked RBM-AE) was 
developed, which consists of four standard limited Boltzmann 
machines (RBM). An energy optimization method has also 
been developed, which further reduces the energy consumption 
by trimming the model parameters. The proposed method 
provides an average value of the error of temperature recovery 
of 0.2815 C, and the energy consumption during data 
transmission can be reduced by 90%. However, this method 
refers to data compression with losses, and accordingly cannot 
be applied to data that are sensitive to losses. 

In Reference [18], a new algorithm for encrypting and 
decrypting data using RNS with four modules and the Huffman 
algorithm was developed. Huffman's coding algorithm uses the 
probability or frequency of occurrence of characters or strings 
in a particular data set. Data compression is achieved through 
RNS, which uses the remainder of the numbers instead of the 
numbers themselves. In addition, the proposed scheme enables 
detecting and correcting the errors due to two redundant 
modules. From a theoretical point of view, the proposed 
scheme improves the RNS coding technique with three 
modules in terms of security and data volume. 

In Reference [19], both arithmetic compression and 
Huffman compression, based on a hybrid combination of 
DWT-DCT methods, are presented. Simulation results show 
that arithmetic coding gets a higher compression ratio than 
Huffman coding, but lower PSNR values. 

In Reference [20], the data compression algorithm with an 
error limitation mechanism based on artificial neural networks 
(ANN) in the form of an autoencoder (AE), which was further 
evaluated and compared with conventional approaches, is 
proposed. It is proved  experimentally, the proposed algorithm 
has a smaller root mean square error (RMSE) and higher values 
of the coefficient of determination (R2). 

In Reference [21], the latest developments in the design of 
high-energy-efficient WMSNs with QoS support are 
considered, in particular, the energy-efficient communication 
protocols with QoS support, including MAC protocols with 
focusing on their mechanisms of prioritization and service 
differentiation, as well as on protocols of discrete multipath 
routing. 

Reference [11] presents an improved version of the LZW 
algorithm, which uses the characteristic samples of these 
sensors to reduce energy consumption by more than 1.5 times. 
The authors quantified the benefits of data compression for 
energy savings in WSN. 

The performed analysis showed that most authors use 
coding in RNS to increase the reliability of data transmission. 
However, this coding is implemented sequentially and does not 
use the main advantage of parallel data processing in RNS [16] 
– [18], [22], [23]. 

Therefore, the goal of this paper is to develop a method of 
data transmission that would maximize the benefits of RNS, 
such as parallel data processing and processing of low-bit 
residues. That should increase the speed of image compression 
and other types of data. 

III. MATERIALS AND METHODS 
The proposed method has a two-stage frame. Firstly, the RNS 
transformation is run to divide the data (obtain residues) and 
secondly, the parallel compressing the resulting residues is 
provided by employing the arithmetic coding [27], [35], [36]. 

Residue Number System is determined by the selection of 
integers p୍ (i = 1, 2, … , k), called moduli [24]. If all moduli are 
pairwise mutually prime numbers, any integer X in the range 
[0,  P୩], where P୩ = ∏ p୧

୩
୧ୀଵ  , can be presented by sequence of 

residues b୧: 
 

𝑋 = (𝑏ଵ,  𝑏ଶ, … , 𝑏),  (1) 

where b୧ = X (mod p୧), (i = 1, 2, … , k). 
The b୧ are the residues of the number X from dividing by p୧ 

for i = 1, 2, … , k. In this case, [0, P୩]  is the working (allowed) 
range of X. 

The integer X in the range can be restored from the k 
residues (bଵ, bଶ, … , b୩)  using the Chinese remainder theorem 
[24]. 

In order to detect and correct errors in the message 
submitted by the RNS, we have introduced additional moduli. 

The excess RNS is obtained by adding a certain number r =
n − k of additional moduli (p୩ାଵ, p୩ାଶ, … , p୩ା୰)  to the 
previously selected modulo system. As a result, the excess RNS 
is formed as a code of n from positive two-way, mutually 
simple moduli. 

Therefore, an integer X in the range [0, P୬]  is presented by 
the sequence of remainders in moduli (pଵ, pଶ, … , p୬): 

𝑋 = (𝑏ଵ,  𝑏ଶ, … , 𝑏). (2) 

Hence, the interval [0, P୩] is called the allowed (operating) 
range, and the interval [0, P୩], formed from the additional 
moduli, is called the forbidden one. 

The operating range represents the computing range of 
RNS, while the forbidden range is used to detect and correct 
errors [26], [27]. 

A. IMAGE REPRESENTATION IN RNS 

Coding is generally refers to the process of converting input 
data into a form that is convenient for direct transmission, 
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processing, and storage. In this paper, coding refers to the 
transformation of image pixels into a system of residual classes. 

When moving to the representation of numbers in RNS, we 
obtain independent numbers of small bits (2 – 8 bits), which 
enable to increase the speed of running the arithmetic 
operations. 

The color RGB image is presented as an array of colored 
pixels M × N × 3, in which M is the number of rows, N – the 
number of columns, and each pixel is a triplet corresponding to 
red, green, and blue color components. The most common 
version is the representation of each component in an 8-bit 
image. In such case, an RGB image has a depth of 24 bits [12], 
[28]. 

The proposed method is based on the transition from the 
representation of image pixels in a Binary Number System 
(BNS) to their representation in the system of residual classes. 
Since the pixels of the image take values in the range from 0 to 
255, it is necessary to select in the RNS mutually simple 
moduli, which product will be larger than 255. 

So, let us select the following sets of moduli: {pଵ = 3,
pଶ = 7, pଷ = 13}, where P = 3 × 7 × 13 = 273 or {pଵ = 5,
pଶ = 7, pଷ = 8}, P = 5 × 7 × 8 = 280. For further 
operations, let us select the moduli (5, 7, 8), because the 
residues of the supplied moduli in the binary code have the 
same digit capacity m=3. 

A selection of moduli was carried out under two conditions: 
1) the product of the moduli must be greater than the maximum 
value that is processed; 2) to simplify a further work with 
residues, it is advisable that their digit capacity was the same. 
Therefore, the values of Pଵ, Pଶ and Pଷ moduli are selected as 
(5, 7, 8) because: (i) image processing will be performed by 
one byte, respectively, the product of the moduli must be 
greater than 256 (2଼); (ii) the digit capacity of residues in these 
moduli is the same and it equals 3 bits. The components of the 
RGB image from the digital camera go to a binary code 
converter into a RNS code, at the output of which we obtain the 
residues of bi obtained from the division of the pixel values of 
the selected modulo system 𝑝 . 

The resulting arrays of residues are fed to the encoder, 
which carries out the further processing (compression) of the 
image presented by the residues using arithmetic coding 
(Fig. 1). 

 

 

Figure 1. Scheme of image transformation and processing. 

B. IMPLEMENTING THE TRANSFORMATION OF BINARY 
CODE INTO RNS CODE 

Since the proposed method of image compression requires the 
conversion of data into a system of residual classes, an 
important task is to select a conversion way that would provide 
the low hardware complexity and high speed. The authors 
explored two procedures of implementing the conversion to 
FPGA, a first, using the Verilog language (Procedure 1), and a 
second, employing a combination based on the properties of 
moduli 2 (Procedure 2). 

The transformation of binary code into the RNS code in 
Verilog is presented according to a Procedure 1 [30], [31]: 

modulo convert_8 (input [7: 0] A, output [2: 0] b1, b2, b3); 
parameters 𝑝1 =  5, 𝑝2 =  7, 𝑝3 =  8 # (those parameters 

are justified in Subsection A); 
assign b1 = A% p1; 
assign b2 = A% p2; 
assign b3 = A% p3. 
Results of simulating the block conversion confirmed its 

correct operation, where A is the byte of the input data given in 
the decimal number system; bଵ, bଶ, bଷ – residues from the 
division of input data into moduli pଵ, pଶ, pଷ correspondingly. 

For example, if A = 128 (a third byte on the left in Fig. 2) 
then bଵ = 128(mod 5) = 3; bଶ = 128(mod 7) = 2; bଷ =
128(mod 8) = 0. 

The use of a 2 type modulo simplifies the converter 
construction, since the remainder of this modulo is n junior bits 
of the binary number, which is reflected by the absence of 
additional blocks in the formation of residues modulo p3, the 
output b3 (Fig. 2). The advantages of using modules of this type 
are confirmed by the results of the work [29]. 

The block conversion of the binary code into the RNS code 
is described in the Verilog language and implemented on the 
FPGA of Altera Family Cyclone IV GX Device 
EP4CGX15BF14C6 (Procedure 2) (see Figure 3) with using 
the Altera platform for programming and developing under 
FPGA Altera Quartus II. 

Hardware costs for converting the 8-bit binary code are 124 
total logic elements; the conversion time is 2 ns. 

Figure 2. Functional diagram of conversion block. 

Possible sets of moduli for various bits of input data are 
given in Table 1. 

The experimental studies of hardware complexity for 
block conversion (see Fig. 1) are carried out on various modulo 
sets (see Table 1) and the results are illustrated in Fig. 3. 
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To select the residual compression algorithm, the 
frequency distribution of the received residues during the 

conversion of files into RNS was estimated. 

Table 1. Modulo sets for converting data into RNS 

Input data 
range 

Modulo set  Modulo value  Working range  

8 1 p1=3, p2=7, p3=13 Pn=273 
2 p1=5, p2=7, p3=8 Pn=280 

16 1 p1=29, p2=43, p3=47 Pn=58609 
2 p1=3, p2=7, p3=11, p4=13, p5=23 Pn=69069 

24 1 p1=229, p2=239, p3=307 Pn=16802417 
2 p1=7, p2=23, p3=29, p4=59, p5=61 Pn=16803731 

32 1 p1=241, p2=257, p3=263, p4=269 Pn=4381856939 
2 p1=19, p2=29, p3=37, p4=43, p5=59, p6=83 Pn=4292910977 

 

 
Figure 3. Hardware complexity of the converter from binary code into RNS when the modulo set 1 is using (see Table 1): as 

it was explained above, Procedure 1 is the operation to obtain the Verilog remainder (%); Procedure 2 is based on the properties 
of moduli 2. 

 
 
The code of the program for calculating the frequency of 

residues in the file according to module 5 looks like this: 
 
 
#Mod 5 
freqreading = open('barbara_01.rrns', 'rb')  # 

barbara_01.rrns – the name of the residuals file 
p5 = freqreading.read() 
freqreading.close() 
from collections import defaultdict 
chars = defaultdict(int) 
f=list(p5) 
For char in p5: 
    chars[char] += 1    
print("mod_0=",chars[0]) 
print("mod_1=",chars[1]) 
print("mod_2=",chars[2]) 
print("mod_3=",chars[3]) 
print("mod_4=",chars[4]) 

Table 2 shows an example of the residual frequency 
distribution when an image is transferred into the RNS 

Residue 

value 
Frequency of residues occurrence in different moduli 

modulo 5 modulo 7 modulo 8 

0 713439 531379 424943 

1 640063 478764 404058 

2 640048 481931 368485 

3 649366 485959 424085 

4 646360 457596 405393 

5  432862 387914 

6  420785 423650 

7   450748 

 
After image transfer of the RNS we got 8 received 

remainders from 0 to 7 of 3 bits with different frequencies of 
residues occurrence. The different frequency of residues 
occurrence proves the possibility of using data compression 
statistical methods, in particular arithmetic coding. 
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C. ARITHMETIC CODING 

Authors selected arithmetic coding as the method of residue 
compression. That provides the optimum compression degree 
in terms of the entropy assessment due to Shannon coding. 
Each symbol requires about H bits, where H is the information 
entropy of the source. Unlike the Huffman algorithm, the 
arithmetic coding demonstrates a high efficiency for uneven 
intervals of probability distribution for coded symbols. 
However, in the case of coded symbols with the uniform 
distribution, the efficiency of the arithmetic coding is closer to 
Huffman prefix codes [5]. 

The compressed sequences are fed from encoder output to 
transmitters (see Fig. 1) and further they are transmitted 
through parallel channels [25], [33]. 

The decoder (removal recovery unit) restores residues using 
the arithmetic decoding algorithm (Fig. 4).  

Then the restored residues are converted from the RNS into 
a binary code according to formulas [29], [34]: 

 

 

Figure 4. Scheme of image reception and recovery. 

𝐴 = (∑ 𝑏 ∙ 𝐵

ୀଵ )𝑚𝑜𝑑 𝑃,  (3) 

where n = 3 – the number of moduli; 

B୧ =


୮
∙ δ୧ ≡ 1(mod p୧) – orthogonal bases, 

where δ୧ –  the weight of the orthogonal element, 0 <
δ୧ < p୧;  

P = ∏ p୧
ଷ
୧ୀଵ , p୧ – are mutually prime numbers. 

For moduli 5, 7, 8, the orthogonal bases are Bଵ = 56, Bଶ =
120, Bଷ = 105 correspondingly. 

Using formula (3), the block conversion can be 
implemented on FPGA. 

Simulation results of block conversion are shown in Fig. 6, 
and the code at the A0 output is given in the decimal notation. 
For example, if bଵ = 3, bଶ = 4, bଷ = 4 b1 =  3, b2 =
 4, b3 =  4, and Bଵ = 56, Bଶ = 120, Bଷ =
105 then we get by formula (1) in Verilog: A = (3 ∙ 56 +
4 ∙ 120 + 4 ∙ 105)%280 = 228. 

Since the RNS reverse transformation restores the input 
data without loss, we may conclude that the proposed method 
provides a reduction in image redundancy without loss of 
quality (Fig. 5). 

 

 

Figure 5. Example of image transformation 

 

D. CASE STUDY 

To compare the efficiency of compression algorithms, the 
compression ratio is used [12]: 

𝑘 =
బ


,  (4) 

where V is the input data amount, Vୡ is the data amount 
after compression. 

To run the experiment, authors proposed the algorithm 
consisting of the following steps. 

1. Data input file is read and converted to byte type (Python 
language). 

2. Residues are read and calculated for moduli 5, 7, 8 per 
each data byte. 

3. A point 2 above is repeated unless all data will read. 
4. Resulting residues of moduli are recorded in separate 

files. 
 
5. Files (step 4) are compressed using arithmetic coding. 
6. Calculating the compression ratio with residues. 
7. Transfer of compressed files with residues by separate 

routers  
8. Unzipping the obtained files. 
9. Conversion of residues into the position number system.  
10. Data converting to a given type. 
11. Calculating the compression ratio. 
Then an entropy is calculated by the formula: 

𝐻(𝑋) = − ∑ 𝑃(𝑥) ∙ 𝑙𝑜𝑔ଶ𝑃(𝑥)

ୀଵ , (5) 

where 𝑃(𝑥) is the probability of residuals according to the 
corresponding module. 

The experimental research of the compression ratio for 
image parts presented by the residues carried out on test images 
and other types of files (Table 3). 
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The conducted experimental research confirmed 
advantages of the proposed method for image transformation 
in RNS with a subsequent compression of residues by the 
arithmetic coding. The results showed that the proposed 
method provides a compression ratio from 10% to 14% 
depending on the image format (see Table 3). 

The outcomes of an experimental study for the compression 
speed of the initial image file and the residual files obtained as 
a result of division modulo p1=5, p2=7, p3=8 ( see a step 5 of 
the proposed algorithm above) are given in Table 4. A 
parameter ‘Increase speed’ is obtained as a result of dividing 
the value of the parameter ‘Compression time of input file’ by 
the value of the parameter ‘Compression time of residuals file’. 

Table 3. Results of data compression in RNS system. 

File name and 
type 

File size, 
bytes 

Files size with residues by moduli, 
bytes 

Compressed files size with residues, bytes Entropy 
𝑯(𝑿) 

Compression ratio, 
% 

p1, p2, p3 p1 p2 p3 
piza.jpeg 3289276 1233478 954155 1152704 1232481 2.71 9.8 
lena.tiff 786576 294966 228295 276024 294927 2.71 9.7 
lena.bmp 263229 98711 76399 92372 98709 2.71 9.7 
barbara.tiff 239 90 67 79 86 2.58 13.8 
barbara.bmp 263229 98711 76399 92356 98683 2.71 9.7 
rgb.giff 14436 5414 4182 5058 5337 2.69 10.2 
cmy.gif 20246 7592 5873 7097 7537 2.70 10.0 
fruit.jpg 63780 23918 18487 22362 23914 2.71 9.7 

Table 4. Compression time of input file and residuals files 

File name and type File size, 
bytes 

Compression time of 
input file, s 

Compression time of residuals 
 file, s 

Increase speed, 
times 

piza.jpeg 3289276 47.302 15.7673458 2,99 
lena.tiff 786576 11.3115006 3,77050019 3,00 

lena.bmp 263229 3.82792251 2.27529238 1,68 
barbara.bmp 263229 3.78541296 2.2142107 1,71 

fruit.jpg 63780 0.9172 0.5365 1,71 
cmy.gif 20246 0.3173 0.1766 1,79 
rgb.giff 14436 0.20903 0.1263 1,65 

barbara.tiff 239 0.0078 0.00586 1,33 

 
As it can be seen from Table 4, we got an increase in the 

speed of image compression of about 1.9 times by processing 
the small data (the bit capacity of residues is 3 bits) as well as 
providing the parallel operation of the compression residue 
units by RNS selected moduli. Therefore, the coder can operate 
in 2.5 times faster than other existing algorithms. 

VI. CONCLUSIONS 
Authors developed a method, which decreases significantly the 
file compression time in the two-stage frame: (i) the RNS 
transformation is running to divide the data and obtain residues, 
and (ii) the resulting residues are compressed in parallel using 
arithmetic coding. Therefore, the coder can operate in 2.5 times 
faster than other existing algorithms 

The application of arithmetic coding for compression of 
residuals ensures a lossless compression ratio from 10% to 14% 
depending on the image format. Besides, the proposed method 
provides an additional (approximately 13%) data compression 
in comparison with existing archivers. 

In a case of employing the proposed method in IoT systems 
built using the WSN technology enabling decreasing the 
bandwidth requirements of communication channels by 
transmitting residues on different routes. Due to this fact, the 
data are protected from attacks in the middle (Man in the 
Middle). 

The proposed approach can be extended to secure (encrypt) 
images during transmission over open communication 
channels. 

In future, authors are going to investigate the compression 
ratio of the data presented in the RNS when using modules with 

a bit size of 5-8 bits. Moreover important is the study of 
hardware complexity in the implementation of the proposed 
algorithms for data compression in IoT systems. 

VII.  DISCUSSION  
The paper represents a significant extension of Reference 

[10] with further details regarding the schemes of image 
conversion and processing, the results of modelling the 
operation of the image conversion block in RNS, and the 
scheme of image reception and recovery. Moreover, the 
research methodology was developed and the results of the data 
compression study in RNS are presented (see Table 3). The 
studies of the compression time for the input file and residual 
files are given in Table 4. 

In principle, it is possible to extend the system of RNS 
modules up to four instead of three (see as Fig. 5), for example, 
it enables to restore the image in case of loss or distortion for 
one of the parts (residues in one of the modules). However, that 
requires additional costs and didn’t consider in this paper. 

The proposed approach can be extended to secure (encrypt) 
images during transmission over open communication 
channels. 
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