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 ABSTRACT The architecture of the Industrial Internet of Things (IIoT) system assumes the presence of a router 
as the main subsystem, which will allow connecting the subsystems into a single network and connecting them to 
the equipment of the Internet service provider. Failure of the router can lead to downtime of industrial equipment 
and the whole workshop at the industrial enterprise, and to the failure of the IIoT system as a whole. Control 
processing units of industrial routers (RCPU) are complex microprocessor systems (MS). Violation of their 
operability can be caused by both hardware (HW) and software (SW) failures. Therefore, to increase the reliability 
of RCPU it is reasonable to use such methods of reliability assurance as HW redundancy (duplication of processors 
with comparison of results), as well as the use of modern means of control and diagnostics. However, the number 
of HW and SW failures in RCPUs, is still quite high. In this connection, the solution of issues related to the 
development of methods for ensuring high reliability of RCPU is of great urgency. This paper proposes a method 
of ensuring the reliability of RCPU using SW diversity on the basis of priority series. The method let to choose 
the variant of redundancy of HW and the number of versions of SW as diversity in RCPU. 
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I. INTRODUCTION 
A.  MOTIVATION AND GOAL OF THE PAPER 

OR modern telecommunication systems, such as Industrial 
Internet of Things (IIoT) systems [1, 2], one of the 

mandatory requirements is to ensure high reliability. One of the 
most important subsystems of the IIoT is the industrial router, 
on the reliable functioning of which depends the reliable 
functioning of the entire IIoT system. Router includes hardware 
(HW) and software (SW). The most important device in the 
structure of the router is the control processing unit (RCPU). 
This device has one processor with options of core redundancy: 
either two cores (dual) or four (quad) processor cores. Most 
often in RCPU a dual core with homogeneous architecture is 
used (two information processing processes are executed in 
parallel).  

SW (functional and system) is stored in such types of 
memory as ROM, RAM, NVRAM, Flash-memory (like SSD, 
SD-card). In a complex HW-SW system router it is possible to 
use redundancy to ensure the reliability of both HW and SW.  

In the latest versions of industrial router provides several 
versions of configuration files that can be stored in NVRAM, 

and then rewritten in RAM, as well as for storing SW versions 
can be used cloud, which is accessed by router in case of need. 
Also, the system SW (router's operating system (iOS)) can have 
multiple versions that are stored in flash memory, and can also 
be saved to a bootable flash drive, or to an SSD drive. SW 
version updates can be downloaded from cloud.  

SW diversity and HW redundancy are well-known methods 
of reliability assurance. But the question arises: which structure 
of RCPU is more reliable from the point of view of HW and 
SW redundancy? How many HW channels of RCPU are 
sufficient to provide the required reliability, and how many 
necessary and sufficient SW versions should be used in RCPU? 
In router there is such practice of using RCPU: two identical 
chips with the same SW are installed, in case of SW failure 
either the same redundant version of SW is reloaded or, if the 
operation of this version cannot provide reliable operation of 
R, another version of SW is loaded. However, such a scheme 
leads to time wasted in reprogramming the RCPU. Hence, the 
problem of improving the reliability of RCPU and the whole 
router without unnecessary time expenditure is relevant. 
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This paper proposes a method for selecting the redundancy 
structures of the HW and SW of RCPU on the basis of priority 
series developed by the authors to ensure the required 
reliability of RCPU. 

B.  WORK RELATED ANALYSIS 
The problems of SW reliability have been addressed by the 
scientific schools of A. Avizienis [3], B. Littlewood [4, 5], 
L. Strigini [4-6], P. Popov [5, 7], A. Romanovsky [7], 
V. Kharchenko [1, 8], W. Kuo [9], B. Volochiy [10], 
V. Krasnobayev [11].  

The study of SW reliability and diversity, as well as HW 
redundancy in their works was considered by scientists 
Babeshko E. [8], Kolisnyk M. [12], Piskachova I. [12], who 
proposed to use SW and HW redundancy for digital 
telecommunication systems. The authors of the scientific paper 
[13] proposed a model of SW reliability with control of 
criticality of its errors. Some research papers such as [14, 15] 
proposed the creation of reliable FPGA-based routers, and the 
application of SW diversity for SW logic controllers [16]. 
Preserving the stability of the old SW version without giving 
up features and fixes added to the new version [17]. 

The majority voting algorithm was modified using an 
online stability check with a proposed N-version (multiversion) 
controller [18]. 

Model and method diversity metrics are defined and 
reliability improvement with N-version machine learning 
architecture is analytically demonstrated [19]. 

An N-version anomaly-based fault detection (NvABFD) 
technique is proposed and utilized to improve the fault 
tolerance of fog-based IoT systems [20].   

The task of investigating the reliability of router control 
device using SW diversity and HW redundancy is new, and 
requires the development of a method to ensure the reliability 
of RCPU using multiple SW versions. One of the most 
convenient ways to choose the redundancy structure based on 
the given requirements is the creation of priority series.  

Purpose of the paper: development of a method to ensure 
the reliability of RCPU on the basis of priority series which will 
be developed and ordered considering a set of fault-tolerant 
structures with version redundancy. 

II. ANALYSIS OF TWO-VERSION THE ROUTER’S 
ARCHITECTURE 
The architecture of the modern IIoT RCPU includes 2 
processors with multicore (dual or quad cores) [16]. 

The diagram (Fig. 1) shows the types of memory used by 
the router's CPU. In the latest router models, it is possible to 
use several iOS versions. Extended flash memory capacity of 
SSD up to 100 GB and EMMS 16 GB, possibility of using 
different storage media (16 GB SD card, up to 32 GB flash 
drive) allow storing images of the current OS and different OS 
versions (different CPU processors can work with different OS 
versions) on the SSD disc and on the bootable flash drive. The 
configuration file is stored in NVRAM and can be overwritten 
in RAM, changed, and overwritten again both in NVRAM and 
on the flash drive and on the SD card. Log files from the RAM 
buffer are overwritten to eMMS. ARP tables, routing tables are 
written for storage on the SSD disc. Thus, SW multiversion can 
be realized in modern routers with sufficient memory capacity. 

Complex real-time MS, such as RCPU, have high reliability 
requirements. Their high reliability can be ensured by means of 
HW redundancy and SW redundancy [1-6].  

SW redundancy can be implemented in the following ways 
[1, 3-8]: independent development of SW versions; 
introduction and maintenance of two or more variants 
(versions) of programs that perform the same functions, etc.). 
Such programming is called diversity programming [4-7].  
Diversity can be introduced at the stages of [5]-[7]: 
specification development; design (algorithms, data structures, 
programs, etc.); coding; testing and verification, etc. [1-4]. 

Also, the diversity of RCPU SW can be useful in patching 
and in prevention of cyber-attacks on vulnerabilities [1]. One 
version of iOS can have vulnerabilities, which can be used by 
attackers, but another version of iOS doesn’t have the same 
vulnerabilities. So, diversity of iOS will help to prevent 
successful cyber-attacks on vulnerabilities.  

 

 

Figure 1. The main locations of SW in N-version 
programming in different types of memories. 

Let us conduct a system analysis of the router architecture, 
which will allow us to determine how feasible and reasonable 
is the implementation of SW diversity and HW redundancy in 
the router. 

The analysis has shown that there are the following types of 
memory in R, the disruption of which can lead to the failure of 
RCPU and the entire IIoT system and, under certain conditions, 
to catastrophic consequences [21-23]: RAM (Random Access 
Memory) – the current configuration and routing tables of the 
device are stored here. This type of memory loses its contents 
when the device is restarted. 

The most commonly used RAM in router is dynamic 
random-access memory (DRAM). All data that is stored in the 
router's DRAM will be lost when it is switched off.  

This memory is divided into two parts:  
Main Processor Area. This area stores information about 

router's operational configuration (commands that are currently 
executing), routing tables, and ARP (Address Resolution 
Protocol) tables.  

An area of shared I/O memory that acts as temporary 
memory that stores queued (buffer) data packets. This area 
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stores data packets that pass-through router. If the processes in 
router are fast enough compared to a fast processor, data 
packets will pass through it. If router is overloaded with data 
packets, it needs to buffer them in this memory area. This 
memory can be physically removed from router and increased 
in size by inserting a larger DRAM card or adding additional 
DRAM cards if router has additional DRAM slots. Whenever 
the router is rebooted, all data stored in RAM is deleted. 
NVRAM can be used to permanently store router setup data.  

Flash memory is an EPROM (erasable programmable 
persistent memory device). The information stored in R's SIM 
card is not lost when router is switched off and is stored by iOS 
of the router. Flash memory is used to store iOS SW images. It 
can also be used to store other files such as configuration 
backup files, log files, telephony settings, HTML files, 
configuration backups, and more. When iOS of router is 
rebooted, it is copied from flash memory to RAM. It retains its 
contents even after the device restarts. In modern models of 
routers, its volume reaches 16 GB, and can be used to back up 
system SW. In addition to flash memory chips on the router’s 
motherboard, bootable USB memory sticks can be used to 
recreate the router iOS image during a system upgrade or to 
reboot the router in case of a boot failure. During the flash-USB 
boot process, router reboots using the version available on the 
USB memory stick.  

Another way to restore the SW is to reprogram the SIM card 
and load a different version of iOS on it which will support 
different features of the router. This memory can be easily 
removed from the router and expanded to a larger size by 
inserting a larger flash card into the router or adding additional 
SIM cards if the router has multiple flash card slots. 

ROM (permanent memory) – stores the boot program, 
which is used to initialize the boot process. This is where RCPU 
reads the microcode to start the boot process and router's basic 
checks. Four basic functions are performed here: 

POST – Power-on self-test. The RCPU performs POST to 
make sure all components are working, this is a variant of the 
router's self-test of the RCPU and interfaces. This is where the 
processor, the amount of DRAM and flash memory installed, 
and all interfaces are tested.  

Bootstrap — the boot program initializes the RCPU and 
starts the router boot process by detecting and loading the iOS. 

RxBoot is a mini-iOS that is used when the iOS R is 
corrupted or the flash card is empty and an iOS version needs 
to be installed. It has limited functionality, so there is an option 
to download a new version of iOS to the flash card. 

ROM Monitor is a mode that is used to diagnose or boot the 
iOS image through a console session. 

The RCPU bootstrap procedure starts with ROM memory 
testing. The ROM consists of SW instructions such as POST 
(power-on self-test) and the Bootstrap program. If the RCPU, 
RAM, and interfaces are not working properly, POST sends an 
error message. The bootstrap application is then used to 
configure the RCPU bootstrap functions. The boot application 
is responsible for detecting and booting the router iOS. All this 
information is saved/stored in ROM and the data is retained 
even if R is powered off or rebooted. 

NVRAM (non-volatile RAM) – used to store R's startup 
configuration file. Startup configuration files are copies of the 
router's configuration (settings) file and are saved after its 
rebooted. In NVRAM, if the router is rebooted or shut down, 
the data is not lost and can be easily restored. The configuration 

is also stored in DRAM, it is the operational configuration that 
is lost when the router is switched off. 

The router architecture allows the introduction of SW 
diversity and for this purpose NVRAM, Flash types of memory 
can be used. Also, inside the RCPU cores there is redundancy, 
and most often two redundant cores are used in order to 
parallelize information processing. 

The paper investigates a method of improving the reliability 
of RCPU using HW and SW diversity. Modelling allows 
determing how much it is necessary to introduce both HW and 
SW diversity, and what kind of RCPU organization structure 
(how many HW channels and how many SW versions are 
needed) will increase its reliability. 

III. THE MAIN METRICS OF SW RELIABILITY IN N-
VERSION PROGRAMMING 
Dual programming is of great interest. The fact that the results 
differ indicates an error. To detect a discrepancy in diversity 
structures and localize the failed channel in two-channel 
structures, it is necessary to use highly reliable control and 
diagnostic tools. 

When dual programming is used to increase the level of SW 
correctness, the same algorithm can be implemented using two 
different programming languages [3-12]. The language for the 
main version of the SW is determined by the specifications and 
requirements of the system in which it is used. The language 
for the backup version is chosen based on considerations of 
convenience and debugging capabilities. 

There is another way to create diversity SW, when one 
program is developed, but debugged by two programmers 
independently of each other. In this case, the total number of 
errors remaining in the program can be estimated by using the 
number of coincident errors found by the two programmers. 

The correct operation of SW depends on random changes 
in external influences, on the parts of the program involved in 
the work and their states, so the quality of the program's 
functioning is characterized by the laws of probability. 
Therefore, to assess SW reliability, it is necessary to select 
reliability indicators that take into account the random nature 
of the influencing factors and characterize the program's 
debugging.  

The following requirements are put forward for SW 
reliability indicators [3, 4, 7, 12, 24]: completeness of 
accounting for the system's features and conditions of use; 
simplicity of physical interpretation and use for calculations; 
high sensitivity to the estimated parameter; convenience of 
checking the actual values of reliability indicators during 
operation. 

The main SW reliability indicators are: is the number N of 
errors remaining in the program after debugging and 
correction; probability of failure-free operation of the SW P(t) 
in the interval from 0 to t (before the first failure and error 
correction) from tі to tі+1 (tі is the time of start of operation 
after SW error correction to tі+1 is the time of SW recovery.  

If a non-renewable object operates once during a given 
period of time, then it is advisable to choose the probability of 
failure-free operation (PF) P(t) or the probability of failure Q(t) 
as an indicator of reliability, related by the dependence [13]. 

Another common quantitative measure of reliability is the 
failure rate , which is the conditional probability that an error 
will appear in the interval from t to t+t, provided that no errors 
have been detected by the time t. 
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At the initial moment, the SW contains the number of errors 
N0 – and from the beginning of its use, a failure stream with a 
certain failure rate 0 is detected, which, given a constant 
number of errors, is a constant value (0(t) = 0 = const). With 
each new SW recovery, the number of errors changes, and the 
failure rate і changes. Separating the number of errors that 
appeared at certain time intervals during SW debugging, it is 
possible to determine approximate values of the intensity of the 
SW error flow (failure rate) at these points.  The number of 
errors contained in a program cannot be determined precisely. 
The dependence N(t) cannot be used as the basis for a SW 
reliability model. 

We use the Wei Kuo [9] and Jelinsky-Moranda [25] models 
for our research. The development of such a model begins with 
specifying the behavior of the function (t). 

During SW debugging and testing, secondary errors are 
first detected, that is, the results of the manifestation of initial 
defects, which should be qualified as primary errors. 

The intensity of the manifestation of secondary SW errors 
depends on the total number of errors in the SW or on the 
probability of an error in the command. Time intervals between 
SW distortions are assumed to be statistically independent. 

The assumptions for the developed method are as follows 
[12]: monitoring and diagnostic tools are close to perfect and 
allow to determine the technical condition of the RCPU SW 
with a high degree of reliability; the number of SW errors and 
primary defects in router SW are constant on the interval from 
the start of operation to the first correction of old errors, the 
number of primary defects in RCPU SW is constant and the 
introduction of new ones is likely, and, therefore, it is fair to 
assume that the SW failure rate follows an exponential law (i.e., 
the failure rate before the first SW failure is constant) with the 
failure rate p [8, 11]; the failure rate of HW follows an 
exponential law with a failure rate of a [8, 12]. The failures of 
the SW and the HW of each channel are independent; studies 
are conducted until the first failure without taking into account 
recovery.  

There is a relationship between the probability of failure 
and the failure rate (t), which, when (t) =  = const, is 
characterized by the following relation P(t)  =  𝑒ି୲. 

Finding the probability of fault-free operation begins [11] 
with dividing the entire set of RCPU states into two subsets Z 
and M. 

Z – the complete set of all operable states of RCPU;  
Zi – serviceable state, ZiZ;  
M – the complete set of all inoperable states of RCPU;  
Mj – failure state, MjM.  
The optimal redundancy (redundancy introduction) is to 

achieve the maximum reliability index, provided that some 
restrictions are not exceeded due to the requirements of the 
technical task (RoT).  

IV. RELIABILITY MODELS OF RCPU 
A. RELIABILITY RCPU FLOWCHARTS 
For each of the variants of duplicated systems (with single-
version SW and HW and multi-version SW and HW), 
reliability structural diagrams are built (Figs. 2 – 5) depending 
on the number of versions that affect the system's performance. 
This is the basis for developing models for assessing the 
reliability of RCPU.  

According to the Reliability Block Diagrams (RBD), 
presented in Figs. 2 – 5, where:  

X – input;  
Y – output;  
CDT – Control and diagnostic tools;  
рp(t) – PF until the first failure of the first version of the 

SW;  
рp1(t) – PF until the first failure of the second version of the 

SW;  
рa(t), pa1(t) – PF for the different versions of the HW (one 

verson and two versions). 
 

 

Figure 2. RBD of two-channel RCPU with two equally 
reliable SW versions (their PF pp(t)) and equally reliable 

channels HW (whose PF pa(t)) (St1) 

Using the logical-probabilistic method [12], the possible 
states of dual-channel RCPU are investigated (assuming the 
condition of system operability when at least one of the two 
channels is in working condition) and analytical dependencies 
are obtained to determine the PF of single- and two-version 
dual-channel RCPU before the first failure. 

 

 
Figure 3. RBD of two-channel RCPU with two equally 

reliable SW versions (their PF pp(t)) and unequally reliable 
HW channels (their PF pa(t), pa1(t), respectively) (St2). 

 

 
Figure 4. RBD of two-channel RCPU with two not equally 

reliable SW versions and HW channels (St3). 
 

 
Figure 5. RBD of two-channel RCPU with one SW version 
(their PF p(t)) and equally reliable channels HW (whose PF 

рр(t)) and equally reliable HW channels (whose PF pa(t)) 
(St4). 

According to the structural reliability schemes of RCPU, 
using the logical-probabilistic method of reliability assessment, 
formulas for determining their PF were obtained: 

 

𝑃1(𝑡) = (2 · 𝑝(𝑡) ∙ 𝑝(𝑡) − 𝑝(𝑡)ଶ ∙ 𝑝(𝑡)ଶ) ∙ 𝑃் , 

𝑃2(𝑡) = (−(𝑝(𝑡)ଶ ∙ 𝑝(𝑡) ∙ 𝑝ଵ(𝑡)) + 𝑝(𝑡) ∙ 𝑝ଵ(𝑡) + 𝑝(𝑡)

∙ 𝑝(𝑡)) ∙ 𝑃் 

𝑃3(𝑡) = ൫−൫𝑝 ∙ 𝑝ଵ ∙ 𝑝 ∙ 𝑝ଵ൯ + 𝑝ଵ ∙ 𝑝ଵ + 𝑝 ∙ 𝑝൯ ∙ 𝑃் , 

𝑃4(𝑡) = (2 − 𝑝(𝑡)) ∙ 𝑝(𝑡) ∙ 𝑝(𝑡) ∙ 𝑃்,
 

P(t) = 𝑝(𝑡) ∙ 𝑝(𝑡) ∙ 𝑃், 

where Р(t) – PF of the RCPU reliability structure with the one 
HW channel and the one SW version (St0); Р1(t) – PF of the 
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RCPU reliability structure with the two equal HW channels and 
two SW versions (St1); Р2(t) – PF of the RCPU reliability 
structure with the two equal HW channels and two not equal 
SW versions (St2); Р3(t) – PF of the RCPU reliability structure 
with the two not equal HW channels and two not equal SW 
versions (St3); Р4(t) – PF of the RCPU reliability structure with 
the two equal HW channels and the one SW version (St4); 
PCDT(t) – PF of Control and Diagnostic Tools. 

In the case of the exponential law of time distribution of the 
HW and the SW, we can write down the analytical 
dependencies for determining the PF structures as follows: 

 

𝑃(𝑡) = 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧ ∙ 𝑒ିఒವ∙௧, 

𝑃1(𝑡) = 2 ∙ 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧ ∙ ൫2 − 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧൯ ∙ 𝑒ିఒವ∙௧ , 

𝑃2(𝑡) = (−𝑒ିଶ∙ఒೌ∙௧ ∙ 𝑒ିఒ∙௧ ∙ 𝑒ିఒభ∙௧ + 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒభ∙௧ +

𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧) ∙ 𝑒ିఒವ∙௧ ,  

𝑃3(𝑡) = ൫−𝑒ିఒೌ∙௧ ∙ 𝑒ିఒೌభ∙௧ ∙ 𝑒ିఒ∙௧ ∙ 𝑒ିఒభ∙௧ + 𝑒ିఒೌభ∙௧ ∙

𝑒ିఒభ∙௧ + 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧൯  ∙ 𝑒ିఒವ(௧)∙௧ ,  

𝑃4(𝑡) = 𝑒ିఒೌ∙௧ ∙ 𝑒ିఒ∙௧ ∙ ൫2 − 𝑒ିఒೌ∙௧൯ ∙ 𝑒ିఒವ∙௧ , 

 

where 𝜆 is the SW failure rate of the first (main) channel;  

𝜆ଵ is the failure rate of the second (backup) channel; 𝜆 is the 
failure rate of the first (main) channel's automatic equipment; 
𝜆ଵ is the failure rate of the second (backup) channel; 𝜆்  is 
the CDT failure rate. 

B. SIMULATION RESULTS 
Let us simulate the obtained mathematical models. The 
obtained graphical dependencies are shown in Fig. 6 – 14. 
 

 

Figure 6. Graphical dependencies of PF structures RCPU St0, 
St1, St2, St3, St4 on time until the failure λa=10-6 1/h,  
λp=10-6 1/h, λa1=10-5 1/h, λp1=10-5 1/h, λCDT=10-8 1/h. 

 

 

Figure 7. Graphical dependencies of PF structures RCPU St0, 
St1, St2, St3, St4 on time until the failure λa = 10-7 1/h,  
λp=10-7 1/h, λa1=10-6 1/h, λp1 = 10-6 1/h, λCDT=10-8 1/h. 

 

Figure 8. Graphical dependencies of PF structures RCPU St0, 
St1, St2, St3, St4 on time until the failure λa= 10-6 1/h,  
λp=10-6 1/h, λa1=10-7 1/h, λp1=10-7 1/h, λCDT=10-8 1/h. 

 

 

Figure 9. Graphical dependencies of PF structures RCPU St0, 
St1, St2, St3, St4 on time until the failure λa = 10-8 1/h,  
λp=10-8 1/h, λa1=10-7 1/h, λp1=10-7 1/h, λCDT =10-9 1/h. 

The interest is the study of how impacts on PF of RCPU 
structures PF of the first (main channel) SW version  
(Fig. 10-14).  

 

 
Figure 10. Graphical dependencies of the PF of RCPU 

structures St1, St2, St3, St4 on the PF of the SW of the first 
(main) channel if pa(t)=0,995; pa1(t)=0,99; pp1(t)=0,99; 

 PCDT(t) = 0,999. 

 
Figure 11. Graphical dependencies of the PF of RCPU 

structures St1, St2, St3, St4 on the PF of the SW of the first 
(main) channel if pa(t)=0,99; pa1(t)=0,995; pp1(t)=0,995; 

PCDT(t)=0,9999. 

For a more overview view, how the reliability of a single-
version two-channel RCPU structure with equally reliable 
channels changes with changing values of the main channel's 
PF compared to two-version PF and equally reliable and 
unequally reliable HW is presented in Fig. 12.  



Maryna Kolisnyk et al. / International Journal of Computing, 23(3) 2024, 324-332  

VOLUME 23(3), 2024 329 

The smaller the main channel's PF of the main channel, the 
less reliable RCPU becomes and does not allow to achieve the 
values required by the RoT (Рr ≥ 0,99999). 

 

 
Figure 12. Graphical dependencies of the PF of RCPU 

structures St1, St2, St3, St4 on the PF of the SW of the first 
(main) channel if pa(t) = 0,999; pa1(t) = 0,999; pp1(t)=0,995; 

PCDT(t) = 0,999. 

 
Figure 13. Graphical dependencies of the PF of RCPU 

structures St1, St2, St3, St4 on the PF of the SW of the first 
(main) channel if pa(t) = 0,999; pa1(t) = 0,999; pp1(t)=0,995; 

PCDT(t) = 0,9999. 

 
Figure 14. Graphs of the dependence (a, b) of the PF of RCPU 

structures St1, St2, St3, St4 on the PF of the SW of the first 
(main) channel if pa(t)=0,99999; pa1(t)=0,9995; pp1(t)=0,9995; 

PCDT(t) = 0,999999. 

The difference between those shown in Fig. 6-14 graphical 
dependencies is that the simulation of the models is carried out 
with different values of reliability indicators of the subsystems 
of the RCPU. Analysis of the graphical dependence 6 – the 
highest value of probability of failure-free operation is given 
by the structure St1, and when the value of the operating time 
of the RCPU changes from 0 to 20000 hours, its PF falls from 
the value of 1 to 0.999. St2 shows a slightly worse value of PF:  
P(t) of 1 to 0.992 for 20000 hours of operation. The worst value 
of PF we have at realization of the structure St0, which decrease 
within 1...0.99 for 5000 hours of operation of RCPU. Analysis 
of the graphical dependence 7 – the highest value of PF is given 
by the structure St1, and when changing the value of time of 
operation of the RCPU from 0 to 20000 hours, its PF falls from 
the value of 1 to 0.9998.  

St2 shows a slightly worse value of PF: P(t) = 1...0.9997 for 
20000 hours of operation. The worst value of PF we have at 
realization of structure St0, which falls within the limits of 
1...0.999 for 5000 hours of operation of RCPU. The value of 

PF at realization of structure St4, falls within the limits of 
1...0.999 for 9000 hours of operation of RCPU. 

The analysis of the graphical dependence Fig. 8 – the 
highest value of PF is given by the structure St3, and at change 
of value of time of operation of the RCPU from 0 to 20000 
hours its PF falls from value 1 to 0.99965. St2 shows a slightly 
worse value of PF: P(t) = 1...0.9999 for 18500 hours of 
operation. The worst value of PF we have at realization of 
structure St0, which falls within 1...0.999 for 14800 hours of 
operation of the RCPU. 

Having carried out a similar analysis of modelling results 
for all graphical dependencies obtained with different initial 
data, we make tables (Table 1, Table 2) with priority series. 
These priority series allow us to choose the most reliable 
structure of the RCPU for the given initial data. 

Table 1. Priority series of RCPU structures when 
changing the values of time between failures  

Initial data, 
1/h 

Interval of 
time, h 

Priority of structures 
1 2 3 4 5 

λa=10-6 ,  
λp=10-6 , 
λa1=10-5 , 
λp1=10-5 , 
λCDT=10-8  

0≤t≤20000  St1 St2 St3 St4 St0 

λa=10-7,  
λp=10-7, 
λa1=10-7, 
λp1=10-6, 
λCDT=10-8 

0≤t≤20000  St1 St2 St3 St4 St0 

λa=10-6,  
λp=10-6, 
λa1=10-7 , 
λp1=10-7 , 
λCDT=10-8  

0≤t≤20000  St3 St2 St1 St4 S0 

λa =10-8 , 
λp=10-8 , 
λa1=10-7 

λp1=10-7, 
λCDT=10-9  

0≤t≤20000 St1 St2 St3 St4 St0 

Table 2. Priority series of RCPU structures when 
changing the SW PF values of the first HW channel  

Initial data, 
PF values 

Intervals of 
values 

Priority of structures 

pa(t) = 0,995;  
pa1(t) = 0,99;  
pp1(t) = 0,99;  
PCDT(t) = 0,999 

0,99<pp(t)≤1 St1 St2 St3 St4 

pp(t) = 0,99 St1, St2 St3 St4  

pa(t) = 0,99;  
pa1(t) = 0,995;  
pp1(t) = 0,995; 
PCDT(t) = 0,999 

0,99≤pp(t)<0,995 St3 St2 St1 St4 

0,995<pp(t)≤1 St3 St1 St2 St4 

pp(t) = 0,995 St3 
St2, 
St1 

St4  

pa(t) = 0,999;  
pa1(t) = 0,999;  
pp1(t) = 0,995;  
PCDT(t) = 0,999 

0,99≤pp(t)<0,995 St2, St3 St1 St4  

0,995< pp(t) ≤1 St1 
St2, 
St3 

St4  

pp(t) = 0,995 
St1, St2, 

St3 
St4   

pa(t) = 0,999;  
pa1(t) = 0,999;  
pp1(t) = 0,995;  
PCDT(t) = 0,9999 

0,9955≤ pp(t) ≤1 St1 
St2, 
St3 

St4  

pa(t) = 0,99999; 
pa(t) = 0,9995;  
pp1(t) = 0,9995;  
PCDT(t)=0,999999 

0,999≤ pp(t) ≤1 St2 
St1, 
St3 

St4  

 
The analysis of the modelling results and graphical 

dependencies showed that the PF of the main HW channel pp(t) 
strongly influences the PF of the RCPU. With high reliability 
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of SW single channel (рр(t) ≥ 0,9999), in some cases, the 
application of unequal reliability of channels and PF is 
inappropriate.  

Fig. 14 shows that high PF CDT ((PCDT(t) = 0,999999) and 
рa(t)=0,99999)) can achieve the required values 
(Рr(t)≥0,99999) with reliability рр(t) ≥ 0,997.  

V. CHOICE OF THE RCPU STRUCTURE USING PRIORITY 
SERIES 
The method of improving the reliability of RCPU on the basis 
of choice of the RCPU structure using priority series that 
includes the following steps: 

1. Analyzing the requirements of the RoT for the 
reliability of RCPU of a particular router model. 

2. System analysis of RCPU architecture to understand 
whether it is possible to introduce diversity of SW and 
redundancy of HW in this device. This requires 
analyzing the types of memory where the SW versions 
can be stored, the memory capacity, the ability to access 
the cloud to load an equally reliable or unequally 
reliable with the first (main) version of the SW. 

3. Selection of RCPU reliability indicators. The following 
indicators were selected: probability of failure-free 
operation, failure rate, mean time between failures. 

4. Modelling and evaluation of the main reliability 
indicators. This method proposes the use of the logical-
probabilistic method of estimating the PF, on the basis 
of which modelling was carried out.  

5. Obtain the mathematical models for estimation of PF for 
several types of RCPU structures: single-channel 
single-version, two-channel double-version with 
equally reliable versions of HW and SW, two-channel 
double-version with equally reliable versions of HW 
and unequally reliable versions of SW, two-channel 
double-version with unequally reliable versions of HW 
and SW, two-channel HW single-version SW structure.  

6. Simulation of the obtained models and construction of 
graphical dependencies for each type of structures. 

7. Creation of priority series of RCPU structures for 
different initial data on the basis of studies of graphical 
dependencies. 

8. Selection of the RCPU structure with the highest PF 
value, which is suitable for implementation in a 
particular router model, using priority series tables. 

The algorithm of selection of RCPU reservoir structures is 
shown in Fig. 15. 

Let’s assess the accuracy of hypothesis of exponential 
distribution law for the HW and SW of RCPU. Difference 
between characteristics values is:  = Z – R (Fig.16). 

To determine the reliability of the results obtained, the 
Kolmogorov-Smirnov criterion is used [26], which states: that 
whatever the distribution function of a continuous random 
variable, with an unlimited increase in the number of 
independent experiments (N), the probability of inequality 
𝐷√𝑁 ≥ 𝛼 tends to the limit 

 

𝑃 = 1 − ∑ (−1)ே
ୀ ∙ 𝑒ିଶ∙మ∙ఈమ

. 

 
A comparative analysis of the results of the simulation of a 

simulation model of a two-channel single-version architecture 
with an exponential distribution of the flow of failures in time 

and analytical calculations (Fig. 16) showed that, according to 
the Kolmogorov-Smirnov criterion, the accuracy of the 
calculations (the maximum value of the spread of values 
between dependencies) is D = 3.210-3; α = 0.186 per 
10,000 hours of device operation. 

 

 
Figure 15. An algorithm for selecting of RCPU structures 

based on the formation of priority series, where Pr is the PF 
required for RCPU according to the system specification; Tr 
is the required uptime according to the system specification 

(RoT). 

Based on the table of probability values P(α), it was 
determined that with the obtained value l – P(α) ≈ 0.99. The 
likelihood that, due to random reasons, the maximum 
discrepancy between the characteristics is large for the selected 
parameters, therefore, the research results for the St4 
architecture (dual-channel single-version) are with high 
accuracy. 

Thus, the hypothesis about the exponential law of 
distribution of the flow of failures over time in HW and SW is 
plausible. 

 

 
Figure 16. Graph of the dependence of the PF reserved HW 
and two-versions RCPU on time, obtained using imitation 

simulation (Z) and analytical (R) modeling under the 
condition of exponential distribution of the failure flow of 

HW and SW and St4 architecture. 
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VI. DISCUSSIONS 
The analysis of graphical dependencies and priority series has 
shown that it is inexpedient to introduce unequal reliability of 
HW (i.e. HW from different manufacturers) into RCPU.  

However, the application of redundancy of HW channels 
and diversity of SW leads to a significant increase in PF.  

However, in all RCPU structures, the PF can reach the 
required values only at high reliability of control and 
diagnostics means, their PF should be not less than 0.9999. 
Therefore, methods of reliability improvement should be 
applied, including SW diversity and duplication of HW 
channels. 

VII. CONCLUSIONS 
The main contribution of the research is a set of reliability 
models for single-type and different-type of RCPU diversity 
structures and a methodology for their selection, taking into 
account the requirements for RCPU reliability, priority series 
for selecting the reliability structure most suitable for a given 
router, obtained during the study of these reliability models. 
The results are based on the system analysis of HW-SW 
structures, requirements to the router reliability indicators and 
reliability block diagrams, taking into account the possibility 
and necessity of SW diversity and application of HW 
redundancy. 

Practical application of the proposed method of increasing 
RCPU reliability is possible when designing new or renovating 
obsolete routers, as well as modern models of routers it is 
possible to use the second version of SW at the expense of 
additional types of memory of sufficient size. Priority series 
allow to determine the feasibility of dual-channel HW 
redundancy and SW diversity under different operating 
conditions and RCPU reliability requirements. 

Further studies of reliability models considering attacks on 
RCPUs are currently underway. These studies should help in 
selecting the RCPU structure most resistant to attacks. 
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