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 ABSTRACT Speed is one of the major factors in car crashes. Many lives could have been saved if emergency 
services had been alerted to the disaster and arrived in time. For the sake of protecting valuable human lives, an 
effective automatic accident detection system with prompt reporting of the accident scene to emergency services 
is essential. Therefore, this research proposes some effective Deep Learning techniques that properly recognize 
the incidence of accidents.  The paper introduces two different techniques for image classification, with a particular 
focus on distinguishing between accident and non-accident images. The dataset used for the proposed model is 
taken from Kaggle, which is a collection of CCTV images. The first approach is a hybridized TL-ML method that 
employs transfer learning techniques that use different pre-trained versions of convolutional neural networks to 
extract features from image datasets. These extracted features are then fed into various machine learning classifiers 
to categorize the images as either Accident or Non-accident. To make the final decision, a voting classifier is 
utilized to choose the best classification outcome from the set of previously employed machine learning classifiers. 
In the second method, a modified Convolutional Neural Network (CNN) called SpinalNet is adopted. The 
performance of these models was evaluated by comparing them with each other and with a customized CNN base 
model. SpinalNet consistently surpassed the other models in terms of Precision, Recall, F1-Score, and Accuracy, 
demonstrating its outstanding capabilities. 
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I. INTRODUCTION 
ROAD traffic injuries are a major public health issue around 
the world, accounting for around 1.3 million deaths each year 
[1]. Children and young adults aged 5 to 29 are especially 
vulnerable, as traffic accidents are the main cause of death in 
this age group [1]. Furthermore, despite having just 60% of the 
world's automobiles, low- and middle-income countries are 
disproportionately afflicted by road traffic accidents, 
accounting for 93% of all road fatalities [1]. The economic 
impact of traffic accidents is also significant, with most 
countries losing 3% of their GDP because of traffic 
accidents [1]. 

Road traffic accidents have a huge societal impact, resulting 
in a wide range of social, economic, and personal losses [1]. 
Road accidents frequently result in fatalities, resulting in 
irreplaceable human loss. Accidents can sometimes cause 
serious injuries, resulting in disability and long-term health 

issues. Road accidents have a huge economic impact as well, 
as they result in lost productivity and increased healthcare costs 
[2]. Accidents can also result in expensive fixes to automobiles, 
infrastructure, and other property. Accidents can cause traffic 
congestion, resulting in delays and longer travel times [3, 4]. 
This can harm the economy by making it more difficult for 
people to get to work, school, and other important regions. 
Individuals and communities suffer substantial emotional 
consequences because of road accidents, including anxiety, 
stress, and trauma [5]. This can have an impact not only on the 
persons involved in the disaster, but also on their families, 
friends, and anyone who sees the aftermath. Given these 
implications, detecting road accidents is crucial to lowering the 
harmful consequences of accidents. Early detection of 
accidents allows emergency services to be contacted 
immediately, potentially reducing the severity of injuries and 
the economic and emotional consequences of accidents. Deep 
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learning algorithms like SpinalNet have the potential to 
enhance the accuracy and efficiency of traffic accident 
detection, hence making roads safer for everyone. The goal of 
this research is to develop an efficient accident detection 
system utilizing deep learning technologies for prompt 
emergency intervention. 

The rest of the paper is organized as follows: Section 2 
discusses the prominent technologies used in road accident 
detection. Deep learning technologies are described in Section 
3. Literature review is given in Section 4. Section 5 includes 
the proposed methodology. Model generation using 
augmentation techniques and SpinalNet is given in Section 6. 
Section 7 describes the results and discussion. Conclusion & 
Future is given in Section 8 followed by References. 
 
II. PROMINENT TECHNOLOGIES USED IN ROAD 
ACCIDENT DETECTION 
Several technologies, including deep learning, computer 
vision, sensors, machine learning, IoT, data analytics, GIS, and 
mobile/wireless technologies, are used to detect road accidents. 
To identify accident trends, deep learning systems evaluate 
sensor data or video footage. To find anomalies and pinpoint 
accidents, computer vision systems analyze photos and videos. 
GPS and accelerometer sensors offer information on vehicle 
motions for accident detection. From previous accident data, 
machine learning systems discover trends. IoT makes it 
possible for infrastructure, sensors, and vehicles to exchange 
data in real-time. Accident data is spatially analyzed using data 
analytics and GIS to pinpoint accident-prone locations. Real-
time data collection is done using wireless and mobile 
technologies for analysis and warnings. The potential for 
detecting and responding to traffic accidents has been improved 
by these technologies. 

Several research studies have been carried out to address 
the issue of road accidents, with a special emphasis on 
increasing road safety through the development of modern 
technologies. Intelligent transportation systems based on fog 
robotics integrate IoT devices and FC centers for effective data 
processing. The proposed system [6], which emphasizes self-
directed transportation, makes use of wireless decentralized 
sensors and intelligent speed assistance powered by AI. It seeks 
to maximize energy efficiency, traffic management, and road 
safety. Recent studies, for example, have investigated the use 
of computer vision and deep learning approaches to improve 
accident detection and prevention [7–9]. Other research has 
examined the usefulness of intelligent transportation systems 
(ITS) in lowering the number and severity of traffic accidents 
[10]. Planning for road safety must consider the causes and 
consequences of incidents. 

This study [11] examined driving practices and accident 
outcomes in Al-Ahsa city, Saudi Arabia, using a Bayesian 
belief network (BBN) model. When speeding and brake failure 
are considered simultaneously, the findings showed a 
considerable increase in the chance of a collision. The 
complicated relationships between driving behavior and 
accident causes were effectively explored by the BBN model. 
High-resolution driving behavior data from 303 drivers was 
gathered by this study [12] employing smartphone sensors. The 
study combined the data with information on traffic and road 
geometry, concentrating on road segments and junctions. The 
investigation showed that traffic features, such as flow, 
occupancy, and speed, had a greater impact on the frequency of 
unpleasant driving episodes than factors like road layout and 

driver behavior. In nations where accurate accident data is still 
missing, road safety audits play a vital role in improving road 
safety. This study [13] focuses on evaluating the RSA of a 
portion of National Highway 326 with the goal of identifying 
accident-prone locations and examining the effects of traffic 
patterns and road layout. 

Road accident detection has been successfully 
accomplished using machine learning and deep learning 
technology. They are useful tools for assessing complicated 
and dynamic traffic circumstances due to their capacity to learn 
from big datasets, identify patterns, and generate accurate 
predictions. In this research, we propose a novel deep learning 
technique using SpinalNet for predicting road accidents. 
 
III. MACHINE LEARNING TECHNOLOGIES 
Machine learning technologies play a crucial role in today's 
data-driven world, empowering computers to learn patterns 
from data and make informed decisions. A classifier is a 
machine learning model that has been trained to identify a 
given input sample's class or category. Among various machine 
learning techniques, Random Forest, Extra Trees, Decision 
Trees, and Logistic Regression stand out as widely used and 
powerful algorithms. 

Random forest classifier [14] - A random forest is an 
ensemble learning technique for classification, regression, and 
other tasks. It works by building many decision trees during the 
training phase, then producing the class that represents the 
mean of the classes (for classification) or the mean prediction 
(for regression) of the individual trees. It is a kind of machine 
learning method that is utilized for both regression and 
classification problems. The name's "forest" and "random" 
components allude to the several decision trees that make up 
the model, respectively. The trees are built using the random 
subspace method and random sampling of data points (with 
replacement). 

Decision tree classifier [15] - An internal node represents a 
feature (or attribute), a branch denotes a classification 
algorithm, and each leaf node represents the result in a decision 
tree, which resembles a flowchart. The root node in a decision 
tree is the first node from the top. From the values of the input 
features, it learns to divide the data into subsets. The tree uses 
a decision rule at each internal node to determine whether to 
divide the data based on one of the input features. Until a 
stopping criterion, such as a maximum tree depth or at least 
number of samples in a leaf node, is satisfied, this process 
iterates for each internal node. The path from the root to a leaf 
node indicates a classification determination rule, and the leaf 
nodes themselves reflect the class labels at the conclusion. 
Understanding, interpreting, and visualizing it is easy. Decision 
trees are frequently employed in a variety of real-world 
settings, including banking, healthcare, and marketing. 

Extra tree classifier [16] - The ensemble learning technique 
Extra Trees (Extremely Randomized Trees) is used for 
classification and regression tasks. It is a version of the 
Random Forest algorithm in which random splits are used to 
construct the trees rather than the best splits obtained through 
feature selection. As a result, the trees become more diverse, 
which enhances the model's overall performance. The Extra 
Trees method is renowned for its resilience to overfitting and 
capacity to handle high-dimensional data. For many machine 
learning tasks, including image classification, natural language 
processing, and bioinformatics, it is a preferred option. 
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Logistic regression [17] - A statistical technique called 
logistic regression is used to forecast events that can only have 
one of two possible outcomes, such as true or false. It is a kind 
of generalized linear model that simulates a binary dependent 
variable using a logistic function. Finding the optimal set of 
parameters for the model's independent variables is the aim of 
logistic regression to make the projected chance of the binary 
outcome as accurate as possible. Both linear and non-linear 
decision boundaries can be handled by logistic regression. 
 
IV. DEEP LEARNING TECHNOLOGIES 
The development of algorithms and statistical models that 
allow computers to learn from and make predictions or choices 
without being expressly programmed to do so is the field of 
machine learning, a branch of artificial intelligence. Machine 
learning comes in a variety of forms, such as reinforcement 
learning, unsupervised learning, and supervised learning. 
Predictive analytics, computer vision, and natural language 
processing are just a few of the many applications where 
machine learning is applied. A labeled dataset is used to train 
the algorithm in supervised learning, a type of machine 
learning. The dataset is made up of input-output pairs, where 
the input consists of a set of features (sometimes referred to as 
predictors or attributes) and the output is the associated label or 
target variable. There are two primary types of supervised 
learning: classification and regression. The aim of supervised 
learning is to establish a mapping from inputs to outputs so that 
the algorithm can make precise predictions on fresh, unseen 
data. While the objective of regression is to predict a 
continuous value, the objective of classification is to predict a 
categorical label. Support vector machines, logistic regression, 
and decision trees are a few examples of supervised learning 
algorithms. Predictive analytics, natural language processing, 
and picture classification are just a few of the many 
applications that make use of these algorithms. 
 
A. DNN 
A kind of machine learning known as "deep learning" uses 
neural networks with several layers to learn data 
representations. Deep neural networks (DNNs), which are a 
type of neural network, have the capacity to learn intricate 
patterns and features from vast volumes of data. It is modeled 
after the structure and operation of the human brain. Artificial 
neurons are layers of interconnected nodes that process and 
transfer information. The artificial neuron is the fundamental 
unit of a neural network. It accepts inputs, processes them, and 
outputs the results. The output of the neuron is produced after 
the inputs have been multiplied by a set of weights and 
processed through an activation function. To effectively predict 
or classify the output given a set of inputs, a neural network 
must be trained, which entails changing the weights of the 
artificial neurons. Using a labeled dataset, input-output pairs 
are given to the network, and the weights are changed to reduce 
the difference between the predictions made by the network 
and the actual output. With their capacity to learn from big and 
complicated datasets and generalize, neural networks have 
tremendous potential. 

Deep learning models may develop more abstract 
representations of the data thanks to its hierarchical structure, 
which is advantageous for tasks like image identification and 
natural language processing. Feedforward neural networks, 
convolutional neural networks, and recurrent neural networks 
are a few examples of deep learning architectures. These 

designs are frequently employed in a wide range of 
applications, including speech recognition, natural language 
processing, and computer vision. Due to the accessibility of 
enormous amounts of data and the advancement of more potent 
hardware, like GPUs, deep learning has gained popularity in 
recent years. These developments have made it possible for 
deep learning models to function at the cutting edge across a 
variety of tasks. 

Although DNNs have many benefits, there are a few 
problems that have been found and are still being worked on in 
their development and use. The fact that DNNs often need a lot 
of input features is one problem. While adding additional 
parameters may improve prediction accuracy, doing so also 
makes the network more complex and computationally 
intensive. The ideal thickness of the first hidden layer must also 
be established. While a large first hidden layer results in a huge 
increase in the number of weights, making training more 
difficult, a tiny first hidden layer may not transmit all input 
features efficiently. Another drawback of conventional DNNs 
is the vanishing gradient issue. The gradient, which is essential 
for updating weights during training, decreases as the number 
of layers rises because it propagates back to neurons close to 
the inputs. As a result of this gradient vanishing phenomena, 
previous layers of deep networks acquire very little training 
information. These issues are being actively addressed by 
academics and researchers, who are also creating methods that 
reduce the challenges involved with DNNs. 

B.  CNN 
CNN [18] are a type of deep learning network architecture that 
automatically extracts features from input rather than learning 
from it manually. An example of a neural network architecture 
that is frequently used for image and video processing 
applications is CNN (Convolutional Neural Network) layers. 
CNN is frequently employed for image recognition and other 
visual tasks. It is made up of several layers of neurons, each of 
which is linked to a discrete area of the input image. Each 
layer's neurons are arranged into "feature maps" that are used 
to identify various features in the image. CNNs are frequently 
employed in applications like object identification and image 
classification because they are particularly good at identifying 
patterns and characteristics that are present in various sections 
of an image. 
 
V. RELATED STUDIES 
Numerous literature papers were considered and analyzed to 
recognize the merits and demerits of various ideas related to 
accident detection. An ensemble deep learning [19] for car 
crash detection that used both video and audio data from the 
dashboard cameras were checked. They used CNN and GRU 
based classifiers i.e., Convolutional Recurrent Neural Network 
(CRNN) for detection. CNN is used to extract features from 
video files, but it causes memory issues to prevent them from 
using video generators. The proposed model produced an 
ROC-AUC value of 98.60. 

The research [20] includes the use of mobile applications, 
vehicle ad hoc networks, GSM and GPS technologies, and 
smartphone-based accident detection. The gyroscope and 
vibration sensors detect an accident, and the GSM module 
quickly sends a message to the emergency contact numbers 
along with the accident's location. Another study [21] is to 
develop a Real Time Traffic Accident Detection System 
(RTTADS) using RFID and Wireless Sensor Network (WSN) 
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technologies. This paper describes the hardware prototype 
configuration for RTTADS, the employed algorithms, and the 
benefits and drawbacks of the complete system. 

The YOLOv5 deep learning system is used in [22] to 
identify automobiles in real-time CCTV surveillance footage. 
The system's main goal is to create a model that can identify 
different vehicle classes using a unique dataset. The dataset 
consists of 1000 photos taken under diverse situations, 
including rain, poor visibility, brightness, and weather. They 
obtained an accuracy of 98%. In [23] two models were used, 
which are; RNN for image feature extraction and for detection 
they used dense ann. The accuracy obtained is 0.98. The 
solution is restricted to vehicle collection i.e., by excluding 
motor vehicles, bicycles. Also, the model had errors in 
determining accident segments with low illumination i.e., at 
nighttime or low resolution. To execute this experiment, it 
requires large data with clear data. The accuracy of this model 
is 98%. 

Research [24] employed neighborhood component 
analysis, a supervised learning approach based on K nearest 
neighbors, and a partial dependence plot. and individual 
conditional expectation-based feature selection approach for 
examining the major causes of the severity of traffic accidents. 
Following the application of those algorithms to the data set, 
they plotted the significance of factors for visualizing our 
results and drew up a table to display the numerical output of 
each algorithm individually. Finally, we employed support 
vector machine classification with all 15 variables and the eight 
that were found to be most important for validating and testing 
our findings. By contrasting the outcomes of two support vector 
machine classification models, we have demonstrated the 
validity and properly supported our study. The accuracy of both 
models explained in this model is 89.9%. 

When detecting accidents, choosing the appropriate camera 
perspective is quite important. The research in [25] outlines a 
deep learning architecture to examine the accident events as 
they were captured from various angles. Then they start by 
estimating feature similarity in videos taken from various 
angles. The video samples were then split into groups with high 
and low feature similarity. Then, using two-branch DCNNs to 
extract spatio-temporal features from each group, they fuse the 
features using a rank-based weighted average pooling 
technique before classifying the results. 

Research work [26] devised a brand-new technique that 
instantly detects accidents by using objects and their locations. 
They did high-level post processing in addition to localizing the 
accident occurrences in videos to depict the gravity and context 
of an accident. To extract object interactions, they first 
separated an input video into pre-accident, accident, and post-
accident periods. A refining process is then used to filter these 
interaction proposals. Then they use an iterative training 
process to categorize regular encounters and accidents. Using 
heat maps, they additionally highlight the damaged area. To 
measure the context and severity of an accident, they provide 
high-level linguistic descriptions. The AUC values of UCF 
Crime and CADP are 69.70% and 72.59% respectively. 

The goal of the research work [27] is to completely 
automate the operational reconstruction of an accident site to 
guarantee the highest degree of accuracy when measuring the 
distances between items' relative locations. A road accident site 
is first marked by the operator, after which the UAV scans and 
gathers data on the site. They created a three-dimensional 
accident scenario. Then, using the deep learning model 

SWideRNet with Axial Attention, items of interest on the three-
dimensional scene are segmented. An image transformation 
approach and marked-up data are used to build a two-
dimensional road accident scheme. The segmented items' 
relative locations inside the scheme, between which the 
distance is determined, are included. They evaluated the 
precision of the segmentation of the reconstructed items using 
the Intersection over Union (IoU) measure. To assess the 
precision of the automatic distance measurement, they 
employed the Mean Absolute Error. The accuracy of their 
proposed model is 77.1%. 

To improve road safety and security, article [28] suggests a 
deep learning architecture called ConvLSTM for driver 
drowsiness detection. On the Yawn Eye Dataset with 4 classes 
(Closed, Open, No Yawn, Yawn), the suggested ConvLSTM 
model demonstrated accuracy of 99.44%, while on the MRL 
Dataset with 37 classes, it demonstrated accuracy of 90.12%. 
(s0001, s0002, s00037). This work suggests a method for 
automatically choosing regions of interest using stacked 
spatiotemporal convolution and long short-term memory. 
Drowsiness detection neural network (ConvLSTM) for an in-
car security and surveillance system. Classifiers in the Haar 
Cascade on the human face to choose the area-of-interest. To 
extract spatio-temporal information from the chosen region-of-
interest and to foretell the driver's level of tiredness, a 
ConvLSTM model is implemented. 

Paper [29] proposes the idea of object detection using the 
YOLO algorithm. To run at a depth of 12 layers and be trained 
on a total of more than 80 different classes, the YOLO 
algorithm demands not only a lot of data but also very 
substantial processing resources. They trained the YOLO 
algorithm in as few classes as possible to prevent overloading 
and to reduce the resource consumption needed for processing. 
The classes selected for training are as follows: Trees, a person, 
a bus, a bicycle, a truck, a car, a road sign. 

In paper [30] Convolutional neural network topologies 
were examined, and it was discovered that transfer learning was 
the most effective method. The most effective foundation 
models for transfer learning were EfficientNetB1 and 
MobileNetV2. The first for its accuracy in prediction, and the 
second for its magnitude and speed of execution. Images from 
Finnish road surveillance cameras that are made available as 
open data every ten minutes were used as a case study. The 
result was discovered to have a mean average precision of 0.89 
and a Matthews Correlation (MCC) of 0.77 for the solution 
trained using EfficientNetB1 as the base model. The 
MobileNetV2-based system has an MCC of 0.71 and a mAP of 
0.88. 

 
VI. PROPOSED METHODOLOGY 
The paper presents three methods for image classification, 
specifically focused on distinguishing between accident and 
non-accident images. The first two methods use a transfer 
learning approach to extract features from image datasets, then 
use different Machine learning classifiers to categorize images 
as Accident or Non-accident, and finally use a voting classifier 
to select the best classification outcome from the previously 
used set of ML classifiers. We called them Hybrid TL-ML 
(Transfer Learning - Machine Learning) models. The 
advantage of this hybrid approach lies in leveraging the 
powerful feature extraction capabilities of transfer learning 
along with the generalization abilities of machine learning 
classifiers for accurate classification. The third method adopts 
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a modified CNN known as SpinalNet. This CNN architecture 
has been customized or optimized for the specific task of image 
classification. By utilizing SpinalNet, the authors aim to 
achieve precise classification results while capitalizing on the 
robustness and efficacy of CNNs in handling image-related 
tasks. Performance of these three models were compared with 
a customized CNN base model. 

The dataset is a collection of CCTV footage of road 
accidents which is taken from Kaggle [31]. The dataset is 
divided into three subsets: training, testing, and validation. 
Each subset consists of two classes: Accident and Non-
accident. In the training subset, there are 369 accident images 
and 421 non-accident images. The testing subset contains 47 
accident images and 53 non-accident images. Finally, the 
validation subset includes 46 accident images and 52 non-
accident images. Different models were proposed for training 
the system. 

 
A. CUSTOMIZED BASE MODEL USING CNN 
First, we use CNN as a base model which contains an input 
layer with input shape (250,250,3), 3 convolutional layers and 
corresponding max-pooling layers, flatten layers and dense 
layers.  

 

Figure 1. CNN Model Architecture. 

Initially, the collected dataset is preprocessed using 
LabelEncoder and formulated the CNN model [32] for training 
and evaluating the data. LabelEncoder is a preprocessing 
technique commonly used for encoding categorical labels into 
numeric representations. It is frequently utilized to translate 
target labels or categorical information into numerical values 
that machine learning algorithms can comprehend. Fig. 1 
shows CNN Model architecture diagram. 

The pooling layer is used to reduce the dimensions of the 
feature maps. As a result, it decreases the quantity of network 
computation and the number of parameters to learn. The feature 
map created by a convolution layer's feature pooling layer 
summarizes the features that are present in a specific area. The 
flatten layer reduces the output of the convolutional layer, 
which is 118x118x10, to a single, one-dimensional vector that 
can be utilized as the input for a dense layer [33].  

The convolutional layer, which applies a series of filters to 
the input data to extract features, is the fundamental component 
of CNN. These filters are made to identify specific patterns in 
the input data and are often modest in size (e.g., 3x3 or 5x5 
pixels) (e.g., edges, textures, shapes). The output of a 
convolutional layer is often down sampled using a pooling 
layer after being passed through a non-linear activation 
function (like ReLU). The process is then performed with a 
new convolutional layer using the pooled feature maps. To 
categorize the characteristics discovered by the convolutional 

layers, fully connected layers are typically added at the very 
end of the CNN architecture. A set of scores, one for each class 
in the dataset, is the output of the last fully connected layer. 
This model utilizes the Adam optimizer and employs sparse 
categorical cross-entropy for loss calculation. The dataset is 
divided with 80% for training, 10% for validation, and another 
10% for testing.  Here for enhancing the performance of the 
CNN, additional layer types, including dropout layers and 
normalization layers (Batch normalization) are added. 
 
B. HYBRIDIZED TL-ML MODELS 
Transfer learning (TL) is the term used in machine learning to 
describe using a previously trained model on a different task 
[34]. In transfer learning, a machine uses the information 
gained from a previous work to improve prediction about a new 
task. TL allows different domains, tasks, and distributions to be 
used for training and testing. 

In this work, feature extraction is carried out using two 
methodologies VGG16 [35] and InceptionV3 [36]. VGG16, 
with its deep architecture and pre-trained weights, is well-
suited for transfer learning in different computer vision 
applications. Feature Extraction is the process of transforming 
raw data into numerical information without making any 
changes in the original dataset. The extracted features are fed 
into machine learning classifiers for improving accuracy. The 
problem, the quantity and caliber of the training data, and the 
required level of accuracy all influence the classifier that is 
selected. Different classifiers are better suited to different sorts 
of data or tasks, and some are easier to understand or more 
computationally efficient than others. But here, we used a 
voting classifier to combine the prediction.  

A voting classifier is a machine learning model that trains 
on a large ensemble of models and predicts an output (class) 
based on the highest probability of the chosen class being the 
outcome. It simply accumulates the results of each classifier 
that has been passed into voting classifier and predicts the 
output class based on the highest majority of votes. Instead of 
developing separate specialized models and determining their 
correctness, we develop a single model that trains on these 
models and predicts output based on their aggregate majority 
of voting for each output class. 
 

a) Model 1 – Hybridized TL-ML model using VGG16 
 

The ImageNet dataset, which is frequently used for image 
classification and other computer vision tasks, was used to train 
the convolutional neural network model VGG-16. The model 
was created by the Visual Geometry Group at the University of 
Oxford, which is indicated by the initials "VGG" in the name. 
The number 16 indicates that there are 16 layers in the model. 
The VGG16 architecture is renowned for its use of small 
convolutional filters and deep architectures, and it consists of 
several convolutional layers and fully linked layers.     

In the first model VGG16 is used for feature extraction and 
finally fed the extracted features to different [37] ML 
classifiers. First, the VGG16 model [38] from Tensor flow 
Keras is imported here. Both the pre-process input and image 
modules are imported to scale the pixel values for the VGG16 
model suitably. The image module pre-processes the image 
object. Then the pre-trained weights for the ImageNet dataset 
are input into the VGG16 model [38]. A sequence of dense (or 
completely linked) layers are placed after each convolutional 
layer in the VGG16 model. The final dense layers can be 
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chosen or deselected using Include top. False means that while 
loading the model, the last dense layers are not included. The 
network's remaining layers are regarded as the model's 
classification portion, with the input layer through the final max 
pooling layer being considered its feature extraction portion. 
Figure 2 illustrates the architecture of the feature extraction 
using VGG16. The extracted feature is fed into four classifiers: 
random forest, logistic regression, extra tree, and decision tree. 
Then, the voting classifier combines the predictions of multiple 
individual classifiers (e.g., Random Forest, Logistic 
Regression, Extra tree, and Decision Tree) and assigns the final 
prediction based on majority voting. This approach can help 
exploit the strengths of different feature extraction techniques 
and classifiers, providing better generalization. 

 

Figure 2. Feature Extraction using VGG16. 
 

b) Model 2 – Hybridized Tl-Ml Model Using Inception V3 
 

A convolutional neural network design for image 
classification tasks is called Inception v3 [39] [40]. Inception 
modules, which are building components that combine 
convolutional and pooling layers to identify features at various 
scales, are a hallmark of the design. The Inception v3 design is 
more complex than the Inception v2 architecture and was 
trained using the ImageNet dataset, where it attained the best 
performance available at the time. The model is frequently 
employed for object identification, image classification, and 
other computer vision applications. 

To extract valuable features from fresh samples, we can 
utilize a model that has already been trained. The pre-trained 
model is simply added on top of a proposed classifier that will 
be trained for feature maps that were previously learned for the 
dataset. The entire model does not have to be retrained. In the 
second model Inception v3 is used for feature extraction and 
finally fed the extracted features to random forest, logistic 
regression, extra tree, and decision tree ML classifiers. Like 
VGG16 model, here also the voting classifier is used to 
combine the predictions from multiple classifiers. Figure 3 
demonstrates the architecture of feature extraction using 
Inception v3. 
 

 
Figure 3. Feature Extraction using Inception v3. 

C.  MODEL USING SPINALNET 

a) Model 3-Spinalnet Model 
An artificial neural network called a SpinalNet is fashioned 

to resemble the form and operation of the spinal cord. The 
spinal cord oversees sending and receiving signals from the 
brain to the rest of the body. It also controls some reflexes and 
simple motor movements. To quickly receive vast amounts of 
data and perform better, SpinalNet attempts to emulate the 
human somatosensory system. Figure 4 shows the human 
somatosensory system, describing how the sensory information 
from our bodies is received by the spinal cord. The area of the 
nervous system in humans that oversees processing sensory 
data from the body is known as the somatosensory system. 
Information on proprioception, pain, temperature, and pressure 
is also included (awareness of the position and movement of 
the body). The somatosensory system includes specific 
receptors in the skin, muscles, joints, and internal organs as 
well as pathways in the spinal cord and brain that communicate 
and process this data. Numbness, tingling, and chronic pain are 
just a few of the disorders that can result from harm or 
malfunction to the somatosensory system.  

 
Figure 4. Human somatosensory system [41]. 
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A spinal net is designed to mimic similar actions in a 
machine, enabling it to react swiftly and autonomously to 
environmental changes. In fields like robots, prosthetics, and 
others where real-time control and sensing are crucial, this can 
be helpful. Spinal nets and convolutional neural networks 
(CNNs) are both categories of artificial neural networks, 
although their structures and intended applications differ. A 
SpinalNet is a special kind of neural network that is based on 
the design of the spinal cord. Reflexive actions and motor 
control capabilities of the spinal cord are intended to be 
mimicked in artificial systems, such as robots or prosthetics. 
The system can react swiftly to changes in its surroundings 
because it is designed to process sensor input and control 
decisions in real-time. In short, CNNs are mainly used for 
image processing and pattern recognition, while spinal nets are 
mainly used for real-time control in robotic systems.  

Figure 5 shows the input row, the intermediate row, and the 
output row that make up the proposed neural network. There 
are several hidden layers in the intermediate row. A piece of 
the input is sent to each buried layer. The outputs from the 
preceding layer are also sent to every layer except the first. The 
weighted outputs of each hidden neuron in the intermediate row 
are added to the output layer. A SpinalNet [43] can be built and 
trained for any unspecified number of inputs, intermediate 
neurons, and outputs.  

The SpinalNet [41] can be used as the fully connected or 
classification layers which supports both traditional learning 
and transfer learning. The hidden layer architecture in 
SpinalNet differs from a typical neural network model. In a 
neural network, the hidden layers pass intermediate outputs to 
the following layer after receiving inputs from the previous 
layer. But in SpinalNet, the hidden layer makes it possible for 
the top layer to receive some of its inputs and outputs. As a 
result, the hidden layer of neural networks has fewer incoming 
weights than typical neural networks. Figure 6 shows the 
architecture of a model using SpinalNet. 

 
Figure 5. Structure of SpinalNet [41]. 

 
Figure 6. SpinalNet model. 

 
VII. RESULTS AND DISCUSSION 
Python was used to develop the proposed models, Hybridized 
TL-ML models (Model 1 and Model 2) and SpinalNet (Model 
3). The performance was assessed and compared with the base 
model. Precision, Recall, F1-Score, and Accuracy are the 
variables used to assess the performance. The dataset is a 
collection of kaggle-sourced CCTV footage of road accidents. 
The dataset is divided into three subsets: training, testing, and 
validation. 80% for training, 10 percent for testing, and 10 for 
validation.  

When we want to measure positive cases very precisely, 
precision is used. It determines what proportion of situations 
that are expected to be positive turn out to be so.  When 
capturing the most positive cases possible, recall is used. It 
determines the accuracy with which true positive instances are 
identified.  F1 is typically more helpful than accuracy, 
particularly if we have a class distribution that is not uniform. 
It represents a weighted average of recall and precision. Due to 
this, both false positive and false negative results are 
considered. Accuracy is only the percentage of cases that were 
correctly predicted overall. Accuracy is a useful indicator of the 
performance of the model. Table 1 discusses the outcome of the 
proposed models in the testing phase.        

Table I. Comparison of Proposed Models with Base Model 

Model Precision Recall F1-Score Accuracy 

CNN-Base 
Model 96.20% 77.55% 85.87% 84.17% 

Model 1 93.67% 91.36% 92.50% 92.41% 

Model 2  88.61% 89.74% 89.17% 89.24% 

Model 3-
SpinalNet 

95.75% 97.82% 96.69% 97% 

 
CNN base model resulted in the following performance 

metrics: precision of 96.20%, recall of 77.55%, F1-score of 
85.87% and accuracy of 84.17%. Model 1 yielded the 
following performance metrics: precision of 93.67%, recall of 
91.36%, F1-score of 92.50% and accuracy of 92.41%. Model 2 
yielded the following performance metrics: precision of 
88.61%, recall of 89.74%, F1-score of 89.17% and 
accuracy of 89.24%. SpinalNet generated the following 
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performance metrics: precision of 95.75%, recall of 97.82%, 
F1-score of 96.69% and accuracy of 97%. 

 
Figure 7. Comparison of proposed model with base model. 

 
The recall, F1-Score, and accuracy of the three proposed 

models surpass those of cost of false positives is high, this 
statistic is essential since it increases the reliability of positive 
predictions. SpinalNet demonstrated superior performance in 
terms of recall, F1-Score, and the base CNN model. This 
indicates that, when compared to the base model, the presented 
models have been successful in enhancing the classification 
task's overall performance. On the other hand, the base CNN 
model exhibited the highest precision among the proposed 
models. This indicates that it is excellent at identifying positive 
instances. When the accuracy compared to the base CNN 
model. A high recall score means that a significant part of the 
real positive instances is successfully captured by SpinalNet. 
This is crucial in situations where it's imperative to find all 
positive cases, even if it means risking more false positives. 
Figure 7 shows comparison of proposed models with base 
models. 

Among the three proposed models, SpinalNet consistently 
achieved the highest values across all four performance 
measures, showcasing its exceptional capabilities. High 
precision means that the system can recognize traffic accidents 
with accuracy, which is essential for avoiding erroneous 
warnings and unnecessary actions. By ensuring that accidents 
are almost certainly real when the system recognizes them, it 
minimizes false positives and subsequent disruptions. High 
recall enables the system to successfully record a significant 
number of actual traffic accidents. This is crucial since timely 
detection and response are crucial for emergency services and 
traffic management, and we want to ensure that the system 
doesn't miss any incidents. A high F1-Score indicates that the 
system achieves both accurate accident detection and good 
coverage of actual accident events. The system's overall 
correctness is essential to its dependability. The better accuracy 
of SpinalNet, which outperforms both the base CNN model and 
the other proposed models, implies that it produces accurate 

predictions over the whole dataset, which adds to its 
dependability and efficiency. 
 
VIII. CONCLUSION AND FUTURE 
A precise accident detection system is essential for improving 
emergency response and traffic safety. It enables speedy and 
effective emergency services, aids in better traffic 
management, increases driver awareness, and offers crucial 
information for enhancing road safety. The objective of this 
research is to propose deep learning models for detecting road 
accidents. Three efficient models were created, leveraging 
Machine Learning and Deep Learning techniques, namely 
VGG16, Inception V3, and SpinalNet. The use of SpinalNet 
represents a novel contribution. Notably, our experiments 
demonstrated an exceptional accuracy of 97% for SpinalNet, 
surpassing all other models evaluated in the study. This 
provides insights into the disparities in performance between 
SpinalNet and widely recognized pre-trained models. 

We used an open dataset from Kaggle to develop the 
models. The dataset was collected from random YouTube 
videos that feature accidents and was divided into frames. After 
that, the frames were manually categorized as Accident or Non-
Accident. So, we cannot completely rule out the possibility of 
biases that could have an impact on the validity of our findings 
because of the secondary data collection method.  

Future studies can employ several datasets from different 
sources, encompassing diverse locations and timeframes. 
Additionally, incorporating real-time data from dependable 
traffic monitoring systems, authorized accident reports, and 
other trustworthy sources could also extend the dataset and 
boost the precision and dependability of the system used to 
detect road accidents.  Also, model performance and 
convergence can frequently be improved by combining deep 
learning algorithms with optimization techniques.  In the 
future, hybridizing SpinalNet with optimization techniques 
such as the Artificial Bee Colony (ABC) algorithm and Ant 
Colony Optimization (ACO) can offer promising opportunities 
for improving the performance of the road accident detection 
system. 

A road accident detection system must achieve a balance 
between precision, recall, and accuracy to maximize road 
safety, improve emergency response times, minimize false 
alarms, avoid traffic jams, and pave the path for future 
improvements. By adopting cutting-edge technologies for 
accident detection, we can drastically lower the frequency of 
accidents, save lives, and make roads more secure and efficient 
for everyone.  
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