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 ABSTRACT Facial expressions serve as a means of conveying human emotions and individual intentions. The ability 
to perceive and interpret facial emotions is a relatively effortless job for humans, although it poses significant challenges 
when attempting to replicate this capability using a computer. Facial expressions can be detected from static photos, 
video, webcam data, or real-time photographs. The primary focus of this study is to create the SMM Facial Expression 
dataset and to develop a Convolutional Neural Network (CNN) model for accurately recognizing and classifying facial 
expressions. This model utilizes End-to-end (E2E) networks to analyze individual frames or clusters of frames received 
from the camera. The analysis is conducted through various layers of convolutional and pooling operations. The 
proposed model is evaluated on two benchmark datasets, add long form Cohn-Kanade (CK+) and Facial Expression 
Recognition 2013 Dataset (FER2013) for facial expression recognition (FER). The obtained accuracy rates are 85.27% 
and 82.18% for CK+ and FER2013, respectively. This study demonstrates that the SMM Facial dataset is comparable 
in quality to previously benchmarked datasets, and the proposed model holds potential for real-time facial expression 
recognition. 
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I.  INTRODUCTION 
HE human face reflects human emotions. It is nonverbal 
and the easiest way of communication. Research shows 

that roughly 55% of human emotions are conveyed by using 
facial expressions [1]. Seven widespread facial expressions 
include Happiness, Anger, Fear, Sadness, Surprise, Contempt, 
and Disgust [2]. Facial expression recognition offers benefits 
to many phases of life. It is significant and beneficial for the 
safety and healthcare of human beings. It plays an irreplaceable 
role in the detection of human feelings at a particular instant 
without asking questions. This study aims to create a facial 
expression detection system by classifying input photos into 
distinct expression classes using a convolutional neural 
network. Facial expressions get recognized using videos, web 
cameras, images, and dialogues. Different parts of the face like 
eyes, eyebrows, forehead, nose, and eyelashes are used in facial 
expression detection [3, 4].  

Recurrent neural networks (RNN) and Convolutional 
neural networks (CNN) have demonstrated efficacy in 
automated feature extraction and classification, rendering them 
valuable tools in contemporary research. Consequently, several 
scholars have advocated for the adoption of these technologies 
in the domain of human expression recognition. Various 
classifiers, such as Support Vector Machine (SVM) [2], K-

Nearest Neighbor (KNN) [5], Haar Classifier, Bayesian 
Network [6], and Sparse Representation Method (SRM) [7], 
Deep Neural Network [9] are employed for facial expression 
recognition. The researchers made significant endeavors to 
design various deep neural network designs that yield 
satisfactory results inside this domain of research. Figure 1 
illustrates the fundamental procedures employed in expression 
detection. 
 

 

Figure 1. Steps in Expression Detection 

Facial expression recognition using CNN accepts image 
data as input. Input images get pre-processed before training so 
that the model learns effectively leading to improved 
performance and better generalization on new, unseen data. 
Preprocessing helps to focus on necessary and particular areas 
of the image. CNN comprises different layers like the 
convolution layers, pooling layer, fully connected layer, and 
Soft-max layer. For feature learning, convolution, and pooling 
layers are responsible, whilst fully connected and Soft-max 
layers are used to classify expressions. The features from the 
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input images are extracted using the convolution layer. Pooling 
is used to select the required information from given features.  

The SMM dataset, a comprehensive collection specifically 
designed for Facial Expression Recognition, is introduced in 
this paper. Additionally, a CNN-based deep learning model is 
developed from scratch and trained on the SMM dataset. The 
model's performance is then evaluated on two publicly 
available datasets: FER2013 and CK+. On the FER2013 
dataset, an accuracy of approximately 82.18% is achieved by 
our model. Similarly, an impressive accuracy of about 85.27% 
is demonstrated on the CK+ dataset, indicating that the 
proposed model performs remarkably well on these benchmark 
datasets. Due to its high accuracy and robustness, our model 
has great potential for real-time facial expression recognition.  

The format of the paper is as follows. The background of 
facial expression recognition is presented in Section I. Section 
II provides a literature review. Section III shows the SMM 
facial expression database development. Section IV describes 
the proposed method. The experiment's findings are presented 
in Section V. Section VI concludes the work done. 

II.  LITERATURE REVIEW 
We have carried out a study of the existing literature in two 
sections. In the first section we have identified and studied the 
research work related to the datasets that are available and used 
for the experiments related to facial expression recognition. 
Table 1 represents the detailed analysis for the dataset papers 
studied. Followed by, in the second section we have gone 
through the literature that elaborates the machine learning 
methodologies and different architectures implemented for 
facial expression recognition. 

Various studies were conducted on facial expression 
recognition using different datasets like Karolinska Directed 
Emotional Faces (KDEF) datasets and Kaggle's Facial 
Expression Recognition Challenge [8, 9], FER-2013 
[10, 16, 17, 18], Japanese Female Facial Expressions (JAFFE) 
[11], Cohn Kanade [2, 12] that are frequently used. Some 
researchers also used datasets like Caltech faces, CMU 
database and NIST database [13], Taiwanese Facial Expression 
Image Database(TFEID) [14], KinFaceW-I and II [15], Yale 
[2], The MUG Facial Expression Database [19], MultiPie [20], 
MMI [21], GEMEP FERA [22], Static Facial Expressions in 
the Wild (SFEW) [23], AffectNet [24] and Radboud Faces 
Database (RAFD-DB) [25] in their research on facial 
expression recognition. Some investigators created their own 
datasets for their experiments.  The comprehensive analysis for 
the dataset papers examined is shown in Table 1, where FE: 
Facial Expressions, NP: Number of Participants, NI: Number 
of Images. 

Table 1. Comprehensive Analysis of Datasets 

Sr. No. Name of 
Dataset 

FE NP NI Gray/ 
Color 

Type Age  QU 

1 JAFFE 
[11] 

7 123 593  Gray Posed 18-30 No 

2 CMU-
MOSEI 
[13] 

6 1000 3228 
Videos 

Color Natural   No 

3 MUG [19] 6 86  821 Color Posed  No 
4 Multi PIE 

[20] 
6 337  750,000 Color Pose - No 

5 MMI 
Dataset [21] 

5 75 250+  Color Posed and 
Spontaneous 

19 - 62 No 

6 SFEW 
[23] 

7 - 1766 Color Spontaneous 1-70 No 

7 AffectNet 
[24] 

8 - 420299 Color Pose All  No 

8 RaFD [25] 
 

8 67 29672  Gray Posed -- No 

9 FERG-3D-
3B [37] 

7 4 39574  Color Frontal - No 

10 IMPA-
FACE3D 
[57] 

8 38 534  Color Posed 20 and 
50  

No 

11 The 
Bosporus 
Database 
[57] 

6 105   4666 Color 3D and 2D 
human face 

25-35 No 

12 Oulu-
CASIA [58] 

6 80 900+ Color -  No 

13 UIBVFED 
database 
[59] 

6 32 640 Color Virtual 20-80 No 

14 FEI Face 
Dataset [60] 

2 200 2800  Color Posed 19 to 40 No 

15 10K US 
Adult Faces 
Database 
[61] 

15 2222 10,168 
 

POsed - No 

16 EB+ [62] 9 240 1261 
videos 

Color Planned  18–60 No 

17 WSEFEP 
[63] 

 6  30 210  Color  
 

Posed  No 

18 Indian 
Movie Face 
database 
(IMFDB) 
[64]  

6  100 34512  Color  Spontaneous  - No 

19 IEMOCAP 
[65] 

9 10 151 
Videos 

gray Pose All  No 

20 Proposed 
Dataset  

5 100 4132 Gray Natural 18-22 Yes 

 
It is evident from the literature that researchers put a lot of 

efforts in creating datasets. A literature review has revealed that 
there is scope to create a dataset which contains the images 
from the interview video considering six types of stressors. 
Also, the strategies used recently mainly focus on facial 
expression analysis by using posed and spontaneous images 
and hence actual emotions of an individual are difficult to 
identify. Proposed research focuses on the development of a 
unique dataset which comprises natural images by applying six 
stressors on an individual using video interview technique. 
Natural images encompass a broader range of settings and 
scenarios, while spontaneous images specifically focus on 
capturing genuine facial expressions and reactions as they 
occur naturally in response to stimuli or situations. A 
questionnaire prepared while conducting an interview by a 
psychologist examines different types of stressors namely 
Relationship Stressor, Personal Stressor, Life Event Stressor, 
Work or Wealth related Stressor, Traumatic Stressor and Social 
Stressor which can be useful in capturing natural expressions. 
Hence, we propose a dataset called the SMM Facial Expression 
dataset. To validate the impact of stressors on facial 
expressions CNN model is developed and implemented. 

Kanade et al. [2] developed an Automatic Face Analysis 
model using permanent and transient facial features. Different 
facial action units like the inner, outer, and middle portions of 
the eyebrows, and lower and upper portions of eyelids, cheeks, 
and lips are used in expression recognition. They achieved 
96.7% accuracy. Research suggested that a combination of the 
feature-based method and template-based method would give a 
more accurate result. Revina et al. [3] listed down different 
types of facial expression recognition techniques with major 
contributions and stated that the ROI method of segmentation 
was best suited for pre-processing giving 99% accuracy and the 
SVM classifier showed the most accurate result. Umarani and 
Srilakshmi [4] gave a brief introduction to different stages, 
techniques, and datasets used in the Facial expression 
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recognition system. It was mentioned that expression 
recognition could be useful in criminal investigation, teaching 
and learning, healthcare, and Human-robot interfaces. It was 
also found that images could be sliced into two regions namely 
face region and non-face region. Nithya Roopa [8] used an 
inception net to identify facial expressions and achieved 35.6% 
accuracy and suggested that the same method could be applied 
to real-time expression recognition.   

Zhang and Li [11] proposed a cross-connected Alex-Net 
enhanced convolutional neural network model in which the 
researcher added convolution and pooling layer in the original 
AlexNet. Mehendale [13] developed the FER model and used 
Expression Vector in the determination of facial expressions. It 
is also said that background removal helps in the identification 
of accurate expressions. An expression matrix is used in the 
proposed method to distinguish five types of expression. They 
suggested that the proposed technique can be beneficial in 
applications like a lie detector, and mood detectors.  

Yue et al. [16] used the global average layer to create an 
extensible multi-channel deep convolutional neural network 
(CNN). The proposed system consists of four phases namely, 
Image Gaining, Face Locating, Face Recognition, and 
Expression Identification. The proposed method uses three 
different channels and improves the accuracy of Expression 
Net. There is a scope for improvement in network enactment 
and in reducing the size of the model. Christou and Kanojiya  
conducted the research [17] aimed to increase the accuracy of 
a FER2013 dataset. They classified input images into seven 
basic expressions by applying a convolutional neural network 
and confirmed the success of improving the accuracy of 
biometric applications. The overall accuracy of their proposed 
method is 91.12% and, 45% and 41% recognition rate for the 
classification of disgust and fear. Zhang et al. [18] proposed a 
method built on a convolution neural network as an image edge 
identification to detect facial expressions.  

Minaee et al. [37] proposed an algorithm built on an 
attentional convolution network in which the author paid 
special attention to remarkable areas of the face like eyes, and 
mouth and found 70.02% accuracy for FER2013, 99.3% 
accuracy for FERG, 92.8% for JAFFE and 98.0% accuracy for 
CK+ dataset. The study conducted by Goren and Wilson [38] 
showed that one can identify expressions using the geometric 
shape of facial parts like mouth, eye, eyebrows, nose, etc. They 
suggested that one can improve the perception of facial 
expression by focusing on the collaboration between 
configuration and exterior appearance which helps to decide 
whether exterior perception is degraded due to configurable 
mechanism breakdown. Samadiani et al. [39] stated that 
illumination variation, subject dependence, and head pose are 
three main challenges in facial expression recognition (FER) 
and proposed a multimodal sensor framework for the automatic 
detection of FER. Song [40] proposed a novel idea of a fusion 
of dual-channel, i.e., ROI area division and Gabor feature to 
recognize facial expressions based on logical thinking and 
machine learning.  

Lekdioui et al. [41] proposed a new facial decomposition 
method using regions of interest (ROI) to detect basic emotion 
state recognition. The second step is to resize and partition into 
blocks before feature extraction. Lastly, a multiclass SVM 
classifier is used to infer emotions. Kulkarni and Bagal [42] 
performed a comparative study of automatic Facial Expression 
Recognition by compensating for the influence of age on the 
recognition procedure.  Log Gabor filter and Gabor filter were 

used in the proposed study for feature mining followed by the 
implementation of an SVM classifier for training and 
classification purposes. Matre and Shah [43] provided a brief 
description of different techniques used in facial expression 
detection with their advantages and disadvantages. The author 
mentioned that we can do facial expression recognition of black 
and white images as well as RGB images and concluded that 
the tensor perceptual color framework had the highest 
recognition rate and highest performance.  

Debnath et al. [45] offered a convNet CNN classification 
model using feature extraction techniques like region-based 
oriented FAST, local binary pattern (LBP), and rotated BRIEF 
(BRB) techniques. Yao and Qiu [47] proposed hybrid features 
combining convolutional neural networks and dense SIFT 
features for low-pixel facial images. This model uses local 
features like eyes, eyebrows, and mouth to detect facial 
expressions.  

From the literature, it is found that the retrieval of facial 
features, like geometry and texture features, is done using a 
variety of traditional approaches. Appearance-based feature 
extraction and feature-based feature extraction are the two 
categories of feature extraction methodologies. Local Binary 
Patterns (LBP) [26], Local Directional Patterns (LDA) [27], 
and the Fisher Face Method are considered feature-based 
extraction methods. Principle Component Analysis (PCA) [3], 
Gabor wavelet [28], Line Edge Map (LEM) [29], and Facial 
Action Units (FAC) [30] are vision-based feature extraction 
methods. On the other hand, different feature extraction 
methods are developed and used by researchers in facial 
expression such as the Angle and Distance method [31], DSAE 
[32], Wavelet Entropy [33], PCA + Fisher Face + HOG [34], 
Facial landmarks point [35], Face Alignment with Regression 
Tree [36] which produce different results. 

According to the aforementioned literature analysis, there 
is still scope for advancement in the field of facial expression 
recognition. As an enhancement, the use of IoT and Human-
Robot Interface (HRI) makes it possible to detect real-time 
expressions. The research focus is required on the recognition 
of facial landmarks. Design of automatic face alignment 
component in occlusion and dark light is possible. When 
recognizing facial expressions, consideration of multiple forms 
like age, gender, and personality attributes of the subject may 
improve accuracy. Genetic Property Evolution Framework 
designing is beneficial and may help in criminal detection, 
confidentiality breaches, etc. Subject dependence is a 
complicated issue addressed by researchers that involves a 
considerable range of data to acquire expressions of a subject 
at a particular age, but the classifier has a tendency to overfit 
and needs more attention in the future. Due to the extensive 
research, Large Pose Variation can be managed by 3-D models, 
and acquiring polarization-state imagery of faces is an efficient 
way of harnessing more textual and geometric data. There is a 
need to design a reliable standard FER system by adding 
several layers along with a different number of filters at each in 
the CNN model.  

This research mainly focuses on the creation of the SMM 
Facial expression dataset and the development of the CNN 
model for FER via E2E (End-to-end) networks to process 
individual frames or collections of frames coming from the 
camera through various convolutional and pooling layers. In 
the context of machine learning, an end-to-end network refers 
to a model architecture, where the input data is directly 
transformed into the desired output, without the need for 
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intermediate representations or separate processing stages. The 
model is capable of processing both spatial information (from 
individual frames) and temporal information (from sequences 
of frames) in its analysis. This model is then used for real-time 
Facial Expression Recognition and is predicted to be simple to 
handle. For this, we have created a dataset named SMM Facial 
expression dataset which captures the emotions of adults of 18-
22 ages only using a questionnaire. The SMM Facial 
expression dataset is used to train the CNN model, which 
shows good accuracy in detecting facial expressions. 

III. DATABASE DEVELOPMENT 
In the proposed research, as mentioned above the questionnaire 
is prepared to study the facial expressions of students. To create 
a dataset, a questionnaire is prepared under the guidance of a 
psychological counselor. The questionnaire consists of 
questions related to facial expression identification. The age 
group considered in the research is from 18 to 22. Students aged 
18 to 22 encounter a myriad of challenges as they navigate the 
transition from adolescence to adulthood. One of the primary 
issues they face is academic pressure, often stemming from the 
demands of higher education institutions and the competitive 
job market. Balancing coursework, extracurricular activities, 
and part-time jobs can lead to overwhelming stress and anxiety. 
Additionally, many students struggle with financial burdens, 
including tuition fees, housing costs, and student loan debt, 
which can hinder their ability to focus on their studies. Social 
pressures also play a significant role, as young adults strive to 
establish their identities while navigating peer relationships, 
romantic entanglements, and societal expectations. Mental 
health concerns, such as depression, anxiety, and loneliness, are 
increasingly prevalent among this age group, exacerbated by 
the challenges of adjusting to newfound independence and 
adulthood responsibilities. Moreover, substance abuse and 
unhealthy coping mechanisms often arise as misguided 
attempts to cope with these stressors. In essence, the journey 
from 18 to 22 is fraught with obstacles that require support, 
guidance, and resources to ensure the well-being and success 
of young students. The questionnaire is specially designed with 
the help of a psychologist. 

The interview was conducted by a psychological counselor 
before the 12th std. and university exams because students were 
stressed at that time. Video of different subjects is captured 
using mobile and selfie sticks in a one-to-one and controlled 
manner. The controlled environment of an interview setting 
often ensures that both the camera and subjects remain 
relatively stationary throughout the recording process. As a 
result, the images captured during interviews exhibit higher 
clarity and sharpness, with fewer instances of distortion or 
blurring. This stability in the interview setting contributes to a 
lower prevalence of blurred images within the dataset, allowing 
for a higher proportion of clear and visually informative 
frames. We have considered the following questionnaire during 
database development: 

i. Kindly introduce yourself. - This question may make 
students express a neutral emotion since it is a 
straightforward and common question that they have 
likely encountered before. There might be a sense of 
comfort in talking about themselves and their families, 
leading to a neutral or relaxed facial expression. 

ii. What is one thing you are proud of, but would never 
tell anyone? - This question could evoke surprise or 
intrigue because it asks students to share a secret 

accomplishment. The idea of keeping something 
hidden might make them slightly curious or even 
amused, leading to expressions of surprise. 

iii. Five years down the line where do you expect yourself 
to be? - This question might bring about a mix of 
emotions depending on each student's personal goals 
and plans. Some students may feel excited and happy 
when imagining a positive future, while others might 
feel uncertain or anxious about their plans, resulting 
in a variety of emotional expressions. 

iv. Are you doing what you believe in or compromising? 
- This question may prompt thoughtful contemplation 
and potentially lead to expressions of concern or 
seriousness. It addresses personal values and decision-
making, which can be significant and impactful for 
students, making them reflect on their choices and 
their alignment with their beliefs. 

v. How do you react to any situation? (Positive or 
negative) - This question is broad and open-ended, 
leading to various emotional expressions depending 
on the specific situations students can recall. Positive 
experiences might result in expressions of happiness, 
while negative ones could evoke sadness, anger, or 
frustration. 

vi. What is stress according to you? - This question delves 
into a complex and potentially sensitive topic, causing 
students to think about their own experiences with 
stress and its impact. They might express emotions 
like concern, seriousness, or even sadness as they 
consider the challenges they face. 

vii. How do you hide your stress by speaking up or by 
being quiet? Why? - This question addresses coping 
mechanisms, and students may show expressions of 
introspection or thoughtfulness as they reflect on their 
ways of dealing with stress. It could lead to 
expressions of contemplation or vulnerability. 

viii. What do you need to let go of and what are you 
thankful for? - This question has a reflective tone, 
leading students to think about things they want to 
release from their lives and the positive aspects they 
are grateful for. Expressions of gratitude, 
introspection, or even a mix of emotions might be seen 
in response to this question. 

In the next step, using Python, the frames from the video 
are extracted. During conversion, no data is lost as 2 frames are 
selected for every second. Setting the frame rate to 2 frames per 
second (fps) can be advantageous for both the detection and 
removal of blurred images in certain contexts. While this frame 
rate may seem low compared to standard video frame rates, it 
offers specific benefits in scenarios where motion is minimal 
or where subtle changes in the scene occur over longer 
intervals. With a frame rate of 2 fps, each captured frame 
represents a significant sequential gap, allowing for clearer 
differentiation between static and moving elements within the 
scene. For the detection of faces in frames, the Haar cascade 
classifier [4] is employed, which is a machine learning-based 
approach widely used for object detection tasks, including face 
detection. This classifier works by using Haar-like features, 
which are simple rectangular filters that help identify patterns 
of intensity changes in the image. It has been trained on a large 
dataset of positive examples (faces) and negative examples 
(non-faces) to learn the patterns associated with a face. When 



 Mayuri M. Bapat et al. / International Journal of Computing, 23(4) 2024, 606-617 

610 VOLUME 23(4), 2024 

applied to an input image, the classifier searches for these 
patterns to identify potential face regions. 

Once the face regions are detected in a frame, they are 
cropped to create face-centric sub-images. This cropping 
process isolates the face, making it easier for subsequent 
analysis. In this case, the images are cropped to dimensions of 
128x128 pixels, providing a standard size for further 
processing. To make the processing of the model faster and 
more efficient, the cropped face images are resized to a smaller 
dimension of 48x48 pixels. This downsizing reduces 
computational complexity and memory requirements, making 
it beneficial for real-time applications or when working with 
large datasets. The proposed model for expression recognition 
requires supervised data, meaning each image is manually 
annotated with the corresponding expression label, such as 
happy, sad, angry, etc. This mapping of images with their 
respective expressions is done manually by humans to provide 
ground truth labels for training. Before feeding the images into 
the model, a series of preprocessing steps are performed to 
ensure data quality and suitability for the expression 
recognition task. Firstly, blurred images are removed from the 
dataset, as they may hinder the model's ability to detect relevant 
facial features accurately. Pre-processing methods are used in 
the study to minimize blur artefacts and enhance image quality. 
To lower noise and maintain image characteristics, filters such 
as Gaussian and median are employed. These filters increase 
fidelity and clarity, which increases the efficacy of blur 
detection and removal techniques. Furthermore, they 
strengthen the algorithm resistance to noise disruption, 
guaranteeing precise detection and rectification of blur 
artefacts in later phases of picture processing. Secondly, images 
with closed eyes are eliminated to ensure the model focuses on 
analyzing expressions when the eyes are visible. Thirdly, 
images with face occlusion, where a significant portion of the 
face is obscured by objects, hands, or other elements, are also 
removed to avoid misleading the model. 

Lastly, to simplify the data representation and reduce 
computational complexity, the images are converted from RGB 
(Red-Green-Blue) color space to grey-scale. Grayscale images 
contain only one channel of intensity values instead of three 
channels in RGB. This simplification retains the relevant facial 
features while reducing the computational burden on the model 
during training and inference. Figures 2 and 3 show the steps 
in dataset creation and image preprocessing. Once these 
preprocessing steps are completed, the dataset is ready to be 
used for training the facial expression recognition model. 

 

 
Figure 2. Dataset Creation Steps 

 

 
 

 

 

 

Original Image  Cropped Image  Resized Image 

Figure 3. Cropping and resizing of an image 

The SMM Facial Expression dataset contains neutral (947), 
happy (789), surprised (282), sad (330), and angry (482) 
expressions. The dataset is unbalanced, as shown by the 
number of images for each emotion. To train the model we 
need a balanced dataset. To make the dataset balanced, a 
resampling technique is used. There are two types of 
resampling – up-sampling and down-sampling. Figure 4 shows 
the frequency distribution of each emotion in the dataset. 

 

 

Figure 4. Data Distribution before up-sampling 

Up-sampling helps in balancing the dataset by increasing 
the instances of rare classes. Up-sampling helps to lift the 
minority data by reducing the size of abundant class data. In 
our case, we have used the up-sampling technique to balance 
the dataset. After up-sampling dataset has neutral (947), happy 
(762), surprised (786), sad (791), angry (846) images of 
respective emotions. Figure 5 shows the frequency distribution 
of each emotion after the up-sampling. 

 

 

Figure 5. Data Distribution after up-sampling 

Figure 6 shows sample images from an SMM Facial 
Expression dataset. 
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Neutral Happy Surprised Angry Sad 

Figure 6. Sample images from an SMM Facial Expression dataset 

IV. PROPOSED MODEL 
The proposed neural network model detects facial expressions 
using a deep learning technique known as Convolutional 
Neural Networks (CNNs). The Convolutional Neural Network 
has had remarkable success in a variety of computer vision 
applications such as picture categorization, detecting objects, 
human behavior identification, recognition of facial 
expressions, face recognition, and so on. Convolution Neural 
network (CNN) is the most prevalent variety of deep learning 
architecture used in facial expression recognition. The primary 
components of CNN are convolution layers, pooling layers, and 
dense layers. The convolutional layer at different stages of the 
model extracts various local features in the input image. 
Computational costs also get reduced using CNN. CNN uses 
several kernels to mine features from the images. The kernel is 
a medium that traverses the input image, executes a dot product 
with a sub-region of the input image, and obtains the output as 
a matrix of dot products. The kernel is of different sizes viz. 
3×3, 5×5, 7×7, etc. The convolution layer is defined as 
follows: 
 

z୪ = h୪ିଵ  ∗  w୪ ,                          (1) 
 
where the layer l’s pre-activation output is denoted as 𝑧௟, ℎ௟ିଵ   
signifies activation of layer l, * specifies the discrete 
convolutional operator, and symbolizes convolution filter 
weights of layer l. CNN layers are responsible for the 
processing of the input images. It combines the input image 
with a filter and retrieves the features from the input image. The 
proposed model comprises 3-CNN layers having 256, 256, and 
128 filters at each layer. The pooling layer is a key pillar of 
CNN. It is present in between the two convolution layers. It 
reduces the dimensionality of the feature vector. Max pooling 

and average pooling are the two types of pooling layers. In our 
approach, max pooling is used. For max pooling to function, 
the highest value from each pool is selected. Max pooling keeps 
the most prominent features of the feature map, and the final 
image is sharper than the original. Max pooling is defined as 
follows:  
 

h୶୷
୪ =  max

୧ୀ଴,….ୱ
max

୨ୀ଴,….ୱ
 h 

(୶ା୧)(୷ା୨)
୪ିଵ  ,  (2) 

 
where ℎ௫௬

௟  represents the output at position xy of layer l, 

 ℎ 
(௫ା௜)(௬ା௝)
௟ିଵ  are the values from the input feature map at the 

corresponding positions (x+i)(y+j) of layer l. 
The dense layer means the fully connected layer is followed 

by the pooling layer and used as an output layer. It receives 
input from the previous layer. It means that the dense layer 
neurons are connected to all the neurons of its preceding layer. 
The proposed model consists of three dense layers of vector 
sizes 128, 64, and 32. To train the model, the kernel of size 33 
and a batch size of 32 are used. Batch size helped to perform 
the grouping of datasets into batches. Number of epochs castoff 
are 100. A fully connected layer is calculated as follows: 

 
𝑧௟ = 𝑊௟ . ℎ௟ିଵ  ,   (3) 

 
where 𝑧௟  represents the output of dense layer l, and l, 𝑊௟ is the 
weight matrix that contains learnable parameters of layer l, and 
ℎ௟ିଵ   is the input to the dense layer. The dot operator denotes 
an activation function applied element-wise to the linear 
transformation. CNN features like batch normalization, 
activation, and dropout achieved rich performance. A 
sequential model used as layer-by-layer model building is 
preferable. Figure 7 shows the proposed model architecture. 

 
Figure 7. Design of the proposed model 

Adam optimizer is used in the projected model, which helps 
to adjust the learning rate during model training. Adam is an 

adaptive learning rate method, and the weights of each neuron 
are updated by adjusting the learning rate adaptively for every 
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single parameter in the model based on the history of gradients 
calculated for that parameter. This helps the optimizer 
converge faster and more accurately than the fixed learning 
rate. It utilizes the squared gradients for scaling the learning 
rate and it takes advantage of momentum by utilizing the 
gradient moving average rather than the gradient itself. The 
memory requirements of the Adam optimizer are very low and 
take less time to compute the weight values of neurons. A 
standard learning rate is used throughout model 
implementation. Sigmoid, tanh, leakyReLU, ReLU and ELU 
are different types of activation functions. In the proposed 
methodology, the ReLU Activation function is used during 
enactment to get better accuracy. The selection of the ReLU 
activation function was informed by a thorough review of the 
existing literature in the field of deep learning and neural 
network architectures. ReLU has been widely recognized for 
its effectiveness, which can impede the training of deep neural 
networks, particularly in deep convolutional architectures 
commonly used in image processing tasks. In tandem with our 
literature review, we conducted extensive experimentation to 
validate the suitability of ReLU. Performance of ReLU was 
systematically compared with the alternative activation 
functions, including sigmoid, tanh, and variants of the Leaky 
ReLU. Through rigorous analysis, it is observed that ReLU 
consistently outperforms alternative activation functions in 
terms of convergence speed, model accuracy, and 
generalization across diverse datasets and experimental 

conditions. Mathematically, the ReLU Activation 
function (𝑓(𝑥)) is given as follows: 

 
𝑓(𝑥) = max (0, 𝑥), 

 
(4) 

where 𝑥 denotes the obtained nonlinear features from 𝑧௟ . For 
the classification of expressions, the softmax activation 
function is obsolete. The loss function utilized in this multiclass 
classification problem is categorical cross-entropy. An image 
can be categorized as containing feelings of happiness, sadness, 
anger, surprise, and neutrality. The softmax function (𝜎௜(𝑧)) is 
defined as follows: 
 

𝜎௜(𝑧) =
௘೥೔ 

∑ ௘೥೔ ಼
ೕసభ

, (5) 

 
where j and K denote the neuron number and final neuron in 

the softmax function. The proposed model works in the 
following manner. Initially, input is taken by the model. After 
pre-processing the images, the model gets trained. Feature 
extraction is an inbuilt process in CNN. Testing of the 
performance of the proposed model is done using the FER2013 
and CK+ datasets and it is found that input image expression 
gets classified. Figure 8 illustrates the preprocessing and 
training of the model.  

 
Figure 8. Proposed Methodology 

V. EXPERIMENT OUTCOMES 
This section gives you a transitory overview of the 
implementation analysis of the proposed model on available 
datasets for facial expression recognition. Firstly, we deliver a 

summary of databases used in this research, secondly, we 
perform the proposed model on two databases, and lastly, we 
compare the results with some of the promising recent works. 
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A. Databases 
To evaluate the model, FER2013 and CK+ datasets are used. 
The steps taken to implement the proposed model are detailed 
below.  

FER2013: It is a.csv file that stores the pixel values of each 
greyscale image of size 48X48. The dataset contains labeled 
images of seven different emotions namely Angry, Happy, 

Fearful, Disgusted, Sad, Surprised, and Neutral. Google image 
search API is used to create a database and faces are 
automatically registered [37]. FER2013 images vary, including 
those with low contrast, partial faces, faces with spectacles, and 
face blockage by hands. Model images of FER2013 are shown 
in Figure 9. 

      

Figure 9. Model imageries from FER2013 

 

CK+: This is the second dataset which contains 920 adapted 
gray scale images. Images are of seven different categories viz. 
anger, contempt, happiness, disgust, fear, sadness, and surprise. 

Images available are of size 48X48 png format. It is a 
laboratory-controlled facial expression classification database. 
Figure 10 shows model images from this dataset. 

      

Figure 10. Model imageries from CK+ 

B Comparison and Analysis of Experiment 
We demonstrate the effectiveness of the suggested model on 
the aforementioned datasets in this section. Every time, the 
model is trained using a subset of training data, and its accuracy 
is assessed using a subset of test data. 

The system used to implement the model has the 
configuration of Intel® Core™ i5-8250U CPU @ 1.60GHz 
1.80 GHz processor, 64-bit Windows10 Operating system with 
20GB RAM. OpenCV and Python were used to implement the 
model. We have evaluated our proposed model on the 

FER2013 dataset. FER2013 is not a balanced dataset as 
compared to other datasets because it contains 4963 images of 
expressions like Anger, 8989 images of Happiness, 547 images 
of Disgust, 5121 images of Fear, 6071 images of Sadness, 6198 
images of Neutrality, and 4002 images of Surprise used in the 
implementation. It is easily available on Kaggle and used in 
several types of research. We succeeded in obtaining an 
accuracy of 82.18% on the FER2013 dataset. Figure 11 shows 
the comparison of the proposed technique with some previous 
works on the FER2013 dataset. 

 

Figure 11. Accuracy comparison on the FER2013 dataset 

CK+: CK+ datasets are used to test the model. The images 
are of seven different categories which are happiness, sadness, 
anger, disgust, contempt, fear, and surprise. We dropped 
classes such as disgust and contempt from the testing dataset 

because our proposed model was not trained on these classes. 
Available images are of size 48X48.png format. The result 
shows that the proposed model gives the best accuracy of 
85.27% for all the expressions excluding sadness. Figure 12 
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shows the assessment of the proposed method with some earlier 
works on the CK+ dataset. 

 

Figure 12. Accuracy comparison on the CK+ dataset 

 

In the SMM Facial Expression Dataset, it is observed that 
after up-sampling out of 4132 images, 3991 images are 
classified correctly. Anger, Happiness, Neutrality, Sadness, 
and Surprise are different expressions captured and tested using 
the proposed method. Neutral expression gives the highest 
accuracy. Approximately 16% of the surprised expressions are 
recognized as happiness. From the confusion matrix, it is 
perceived that the model gets confused in angry and sad 

emotions. To overcome this problem, there is a necessity for 
improvement of the image capturing. In the proposed model, 
multiple convolutional layers are used which are responsible 
for filtering and scanning the feature matrix completely. Hence, 
we get better accuracy for the SMM facial expression dataset. 
The dataset shows an accuracy of 96.60%. The proposed 
system confusion matrix on the SMM Facial Expression 
dataset is shown in Figure 13. 

 

Figure 13. The proposed model confusion matrix using the SMM Facial Expression Dataset 

Table 2 illustrates a comparison of the proposed method to 
recent work on facial expression recognition and classification. 
The performance of the proposed model was achieved by pre-
processing the collected frames before the classification. 
Moreover, the proposed model applies efficient database 
development steps to address common challenges in facial 
emotion recognition systems, such as resizing, occluded image 
removal, noise removal, and blurred images. The proposed 
method utilizes the Adam optimizer in the existing CNN model 
for updating the weights of each neuron. This algorithm 

improves efficiency by reducing training time and considering 
the relevant relationships between data features. By combining 
these factors, the proposed method results in higher 
performance. This significantly reduces the iterations of the 
proposed CNN. This also demonstrates the efficient use of the 
developed system. 
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Table 2. Comparison of the proposed method to recent 
work on facial expression recognition and classification 

Datasets Classification 
Model 

Accuracies References 

JAFFE ALEXNET CNN 89% Zhang et al. [11] 
Karolinska 
Directed 
Emotional 
Faces (KDEF) 
datasets 

CNN 98.91% Tarnowski et al. 
[5] 

CK+, FERG Attentional CNN 98.0%, 
99.3% 

Minaee et al. 
[37]  

FER2013 CNN 91.01% Debnath et al. 
[45]  

Kaggle’s ICMP 
2013-Fecial 
Expression 
Recognition 
(FER) dataset 

CNN 66.7% Khopkar et al. 
[46] 

MMI ALEXNET 77.9% Mollahosseini et 
al. [51] 

CMU Database CNN 78% Mehendale [13] 
SMM Facial 
Expression 
Dataset 
developed in 
the current 
study 

CNN 96.60% Current Study 

VI. CONCLUSION AND FUTURE ENHANCEMENT 
The proposed CNN approach can process individual frames or 
groups of frames arriving from a camera with an accuracy rate 
of 96.60% for facial expression recognition from E2E (End-to-
end) networks. The significant research contributions refer to: 
(1) the questionnaire developed to capture emotions while 
talking on a camera; (2) a labeled SMM Facial Expression 
Dataset created using a questionnaire with the help of a 
psychological counselor; (3) the CNN model developed to 
capture and classify individual frames arriving from a camera; 
(4) the predicted findings showing how successfully the 
suggested approach handles all the complexity and produces 
encouraging results; (5) it is perceived that the proposed model 
is applicable to train.csv files and images; (6) hence, it is 
proved that the SMM facial dataset is up to the mark like 
previous benchmarked datasets, and researchers can use it for 
further studies. Since most of the participants in the proposed 
study are speaking quietly while the video is being recorded, it 
is difficult to map facial expressions of fear and disgust. As a 
result, the database development assumes that the subjects are 
angry. Therefore, only five classes are used in the dataset.  

In future enhancement, we can add images of expressions 
like fear and disgust and make the SMM facial expression 
dataset a complete dataset. Other advanced methods can also 
be applied to check the validity of the SMM facial expression 
dataset. One can also design a sensor to detect human emotions. 
The development of the biometric machine with facial 
expression recognition is also helpful for organizations. 
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