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 ABSTRACT In today's world of vast textual information, the ability to categorize documents based on their 
content is crucial. A text classification system that automatically assigns predefined categories to documents 
proves invaluable in managing the vast volume of text data. This study uses natural language processing (NLP) 
and machine learning and decides which algorithm generates high accuracy in classification. The main goal is to 
develop a system that is used to classify text documents accurately. A text classification system can make accessing 
a required document simple and information retrieval fast. This study describes the working of different 
classification algorithms and evaluates their accuracy. Before feeding the dataset to the classification models, 
selecting the right features is important. This study focuses on features that are crucial for classification and 
eliminates unnecessary words using proper preprocessing approaches. It uses information gain to select the 
important features. Among the considered algorithms, logistic regression has given top results with 98.49% 
balanced accuracy, followed by KNN with 96.81% and decision tree with 93.30%. Thus, by reducing the 
dimensionality of the documents before feeding them to classification models, this study aims to provide a method 
to classify them. 
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I. INTRODUCTION 
ithin the vast fields of natural language processing and 
machine learning, text classification is crucial in 

organizing unstructured textual data. Text classification assigns 
each document to a class according to its content. In many 
ways, text classification algorithms are now a part of online 
life. Email classification, social media monitoring, and many 
more applications can benefit from text classification. In e-
commerce, text categorization can offer clients a customized 
product based on their preferences and backgrounds. 
Automating patient questions based on their previous records 
for evaluation and treatment history can also be useful in the 
medical industry. 

As there are many documents and each word is considered 
a feature, dimensions are a major issue and a challenging step 
in document classification. To reduce dimensions, we have 
traditionally used information gain and eliminated each feature.  

Reducing dimensions helps reduce the complexity of 
textual data. Text classification is performed best when 

dimensionality is reduced ahead of model application. 
Reducing the number of features, or dimensionality, facilitates 
calculations and helps prevent overfitting. Furthermore, 
dimensionality reduction helps manage sparse data and 
addresses the difficulty of managing high numbers of 
dimensions, resulting in more accurate text classifiers [1, 2].  

After eliminating stop words and stemming words, the Bag 
of Words approach is used to help with this. To improve the 
computer performance in this task, each document should be 
visualized as a list with the frequency of each stemmed word. 
This will help the computer understand the content without 
worrying about the order [3]. Information gain is the process 
used here, which determines the contribution of each word to 
the computer's efficiency. During the dataset's classification 
model training, a stratified K-fold cross-validation method is 
used to ensure a fair proportion of class distributions in each 
fold. The stratified K-fold cross-validation model evaluation is 
protected from biases. Now, a diverse array of classification 
algorithms powers document classification and text similarity 
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tasks. Supervised learning algorithms, including KNN, logistic 
regression, and decision trees, utilize labelled data to learn from 
examples. They then adapt to sort documents using similarity 
measures such as Euclidean and Cosine [6]. We use these 
similarity measures to assess the similarity between 
documents. 

The rest of the paper is organized as follows. Section 2 
outlines the literature survey, Section 3 outlines the motivation, 
and Section 4 highlights the preprocessing tasks performed 
where dimensionality is reduced. In Section 5, various 
employed models are discussed in detail. Section 6 discusses in 
detail the methodology of this study. In Section 7, results, and 
descriptions of the experimental campaign are reported. 
Section 8 describes the conclusions obtained from the results. 

II. LITERATURE SURVEY 
There are many current studies conducted by researchers about 
text document classification using machine learning algorithms 
and measuring similarity using NLP methods. Here are a few 
examples. 

In this study, authors mainly focus on reducing the 
dimensionality of documents. In unsupervised as well as 
supervised text mining, high-dimensional data is always a 
challenge to deal with because it increases complexity [7]. In 
this research, they proposed an approach to cluster the features 
of documents, which would result in dimensionality reduction. 
They compared their proposed approach with existing methods 
like SVD and IG [8]. They obtained an optimal matrix that is 
equivalent to the input high-dimensional document feature 
matrix. That optimal matrix had fewer features than the initial 
matrix [9]. The proposed method gave better results than 
existing dimensionality reduction methods like SVD (singular 
value decomposition) and IG (information gain). The method 
demonstrated effectiveness while preserving the initial 
distribution of words within each document [10, 30]. 

K. Torkkola's study revealed potential flaws in the use of 
Latent Semantic Indexing (LSI) and sequential feature 
selection. To address these issues, the author suggested using 
linear discriminant analysis (LDA) for feature transformation. 
The author worked with Reuters21578 and performed feature 
reduction and then classification [11]. To get better results, the 
researcher used random transformation or latent semantic 
indexing to reduce intermediate features. After the features 
were reduced by LSI or random transformation, LDA was 
applied, and the results were compared. Upon applying LDA, 
only 0.2% of features were identified as crucial. It was found 
that this substantial reduction in features significantly enhanced 
the classification accuracy. The primary objective was 
achieving improved classification accuracy and effective 
retrieval of documents within specific categories. After 
reducing the number of features, the support vector machine 
(SVM) algorithm was used for classification. This made the 
error rate during classification much lower [11, 31]. 

The authors of study [12] considered the problems that 
Bayes classifier faces when it comes to automated text 
classification and suggested two useful ways to make it work 
better. The study comes up with a way to normalize text for 
each document using a multivariate Poisson model and a 
feature weighting method. The goal is to fix the problems with 
the old I Bayes classifier. The author specifically addressed 
issues related to parameter estimation within the multinomial 
model and proposed alternative solutions [13]. Additionally, 
the study explored the application of the Poisson model in text 

classification, a relatively unpopular area. 
By working on the Reuters21578 and 20 Newsgroups 

collections, the working of the proposed techniques is shown, 
particularly in categories where there is a limited number of 
training documents. Comparative analyses with traditional 
multinomial classifiers and SVM highlight the promising 
performance and computational efficiency of the proposed 
Poisson classifier [14]. Results show that the proposed 
approach can generate probabilistic text classifiers, but they 
require more time and space. When the documents are fewer in 
number focusing on classification weights is very effective in 
improving classification accuracy [15]. 

The authors used the BBC news dataset and tried different 
classification algorithms to organize the news data. Their 
system for classification started with pre-processing, Data 
representation, classification model implementation, and lastly 
classification [16]. The authors chose Logistic regression, 
random forest, and K nearest neighbors as their models. They 
compared the results of these models based on 5 parameters 
which are precision, accuracy, F1-score, support, and 
confusion matrix. The news was of different categories like 
business, sports, technology, entertainment, and politics. They 
observed that the Logistic regression model with TF-IDF gives 
the highest accuracy (97%). The second best was the random 
forest classifier and the last was K nearest neighbors. They 
considered accuracy as an important parameter, and they 
concluded [17]. 

In some studies, new similarity measures were introduced 
which help to find the closeness between the documents. The 
authors focused on dimensionality reduction and proposed a 
new similarity measure that can be useful for classification and 
clustering [18]. They used the SVM concept for dimensionality 
reduction and performed classification and clustering using 
their proposed similarity measure. Another similarity measure 
was introduced which performed better than existing similarity 
measures. They changed the binary matrix into a similarity 
matrix by applying the similarity measures, which they 
introduced in [7]. In both studies about similarity measures the 
authors analyzed the similarity measures by considering best-
case, worst-case, and average-case scenarios [7]. All the studies 
observed here were helpful in creating this model. These 
studies have helped in deciding what aspects our study should 
focus on and what can be potentially improved. 

III. PREPROCESSING 
The Reuters-8 dataset provides a well-established platform for 
researchers and practitioners to develop and test text 
classification algorithms. Its manageable size, multi-class 
nature, and role in text representation exploration solidify its 
importance in the field. R8 has become a standard test 
collection for evaluating the performance of text classification 
algorithms. Researchers use it to compare different techniques 
and measure their effectiveness in categorizing documents. The 
R8 subset contains around 7,200 documents, making it a 
practical size for training and testing algorithms without 
overwhelming computational resources. Unlike some datasets 
with binary classification (spam/not spam), R8 documents 
belong to multiple categories (e.g., acquisition, economics), 
making them valuable for training multi-label classification 
models. 

The dataset will contain a significant quantity of 
unnecessary data and can be highly dimensional. It is important 
to reduce the dimensionality of the dataset in order to reduce 
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the complexity of the classification process [19]. The first step 
is handling stop words. Stop words are the most used words 
everywhere; they do not have any weightage in classification, 
so they are removed [20]. After eliminating stop words, we 
reduce all words to their stem form by removing prefixes, 
suffixes, or roots. We use the Porter Stemmer [21] to perform 
the stemming. Additionally, we select only alphabetic words, 
eliminating alphanumeric and numeric words [22]. 

We represent the resulting documents in matrix form for 
further processing. A binary matrix and a frequency matrix are 
used to represent the data, where the binary matrix indicates the 
presence of words in text files and the frequency matrix 
indicates the count of each feature in a certain document [23], 
[24]. The binary matrix is obtained from the frequency matrix 
by replacing non-zero fields with 1. The matrices are converted 
into data frames where features are columns and text file names 
are indices. The shape of the data frame is 7126 x 16455. 
Information gain is used for feature selection. The information 
gain for the R8 dataset (7126 x 16455) is 3.535548084867161. 
We sort the features in descending order based on their 
information gain. The features whose information gain adds up 
to 90% of the total information gain of all attributes are final 
features, and the remaining features are dropped. This ensures 
the retention of 90% of the dataset's information. The total 
information gain of all attributes is 13.9685; 90% of it is 
12.5717. The shape of the data after feature selection is 7126 x 
5599. Only 33.53% of total features are obtained after 
information gain, and they will be used for further processes. 
These 33.53% attributes account for 90% of the data. 

IV. MACHINE LEARNING MODELS 
In this section, we discuss implementation details using different 
types of machine learning models on the dataset. The dataset 
used here was obtained after preprocessing, retaining only useful 
data. The different models that were used are K-Nearest 
Neighbors (KNN), Logistic Regression and Decision tree, each 
having its respective uniqueness. The description of the above-
mentioned models is as follows. 

A.  KNN  
KNN is a classification-focused supervised non-parametric 
machine learning model [17]. The popular and versatile 
machine-learning technology (K-NN) method is known for its 
simplicity and ease of usage. There is no need to make any 
assumptions about how the underlying data will be distributed. 
Based on a distance measure, the K-NN algorithm determines a 
data point’s closest neighbors.  

B. LOGISTIC REGRESSION 
Logistic regression models are primarily made to work for binary 
classification where there are only two classes in the target 
vector. However, the problem here is multi-class classification 
(there are more than two classes in the target variable), and 
logistic regression includes expansions that make it easier to 
apply for multi-class classification [25]. One-vs-rest is one of the 
extensions that enhance logistic regression to train a distinct 
model for each class in comparison with all the other classes 
when the target vector contains more than two classes [26]. 

C.  DECISION TREE 
Decision trees are produced by iteratively dividing the dataset by 
features. This is a simple, yet efficient, method of classifying 
documents into predetermined groups according to their features. 
These trees are made up of leaf nodes that indicate the expected 
class labels and internal nodes that reflect decision points 
depending on document attributes like word existence or 
frequency [27, 32]. Decision trees are useful tools for document 
categorization tasks because, despite their simplicity, they can 
handle both continuous and categorical information and record 
complex decision boundaries [6, 28].  

V. METHODOLOGY 
We start building machine learning models on the dataset after 
preprocessing. 

A.  KNN 
Steps followed while building the KNN model: 
(i). The data is split into training and testing data. 
(ii). The training data is split into 10 folds using a stratified K-
fold to ensure each fold has instances from each class 
proportionally. K-fold cross-validation does not ensure the 
distribution of all classes in each fold. So, we had to use stratified 
K-fold cross-validation.  
(iii). Then the data is fed to the KNN model using Cosine and 
Euclidean metric. 
 

  

  

 

 

 

 

 

 

 

  

 

Figure 1. Flow chart 

Choosing a K value is very crucial in the KNN algorithm to 
know how many nearest neighbors should be considered. To 
select a K value, we iterated the model from 1 to sqrt (no. of 
documents) with an offset of 2. K value which gives the highest 
balanced accuracy will be chosen as shown in Fig.1and Fig.2. 
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Figure 2. K value selection 

B. LOGISTIC REGRESSION 
The splitting of training and testing data is the same as KNN that 
is shown in Fig (2). In logistic regression, the probabilities will 
be calculated for each instance and there will be a threshold value 
to check if the probability of a certain instance is enough to 
consider it in a particular class. If the probability acquired by an 
instance is greater than the threshold value, then it will be 
categorized into a particular class or else it will be put in another 
class. Now this works well with binary classification where there 
are only two classes. For multi-class classification, we use the 
one-versus-rest method where a single class is compared to the 
remaining classes. 

In logistic regression, the threshold is 0.5 by default. In 
variable threshold, a list of 9 different thresholds which range 
from 0.1 to 0.9 by an offset of 0.1 is considered. For each class, 
a model is trained by considering a particular class as true and 
remaining as false. Balanced accuracy will be observed when 
each model is being trained with different thresholds. The 
threshold with the highest balanced accuracy will be set to that 
respective model. By doing this we get thresholds for each class. 
Then the probabilities of each instance will be calculated. The 
calculated probabilities of each instance will be checked with the 
threshold values of each class. If the probability is greater than 
the threshold it will be considered as true for a respective model 
of a class.  

Another method for fixing thresholds is done through 
specificity and sensitivity. While calculating threshold values for 
the classes, a graph is drawn between the sensitivity and 
specificity (vs) thresholds. The intersection points where 
specificity and sensitivity will meet are taken as the threshold for 
each class. Even though the thresholds were selected from the 
intersection of specificity and sensitivity the results were the 
same as shown in Fig. 3. 
 

 

Figure 3. Intersection point of sensitivity and specificity. 

If there is more than one true value, then the instance will be 
assigned to the class with the highest probability. 

C.  DECISION TREE 
The C4.5 algorithm is an extension of the ID3 algorithm, and it 
can be used in document classification. C4.5 uses information 
gain to select features that help in splitting the data at each node 
of the decision tree [27, 28]. 

When applying decision trees, especially with the C4.5 
algorithm, handling continuous data becomes essential. Decision 
trees inherently prefer categorical data, prompting the need for 
appropriate preprocessing. Continuous features in the dataset are 
often discretized, converting them into categorical variables. The 
data is discretized by using equal-width binning and converting 
it into categorical data. After that C4.5 Decision Tree algorithm 
is used for prediction. To use the C4.5 algorithm we have to set 
the parameter criterion as  ‘entropy  ’which is an inbuilt C4.5 in 
Python. No other parameters are considered or adjusted while 
experimenting. 

In Quinlan ’s ID3 algorithm, only Information gain was 
considered for dividing the attributes. However, because these 
qualities will give more outcomes to be added when selected as 
the dividing attribute, as information gain is selected as the 
dividing attribute it has a bias towards the attribute which has the 
most outcomes. Given this problem, Quinlan ’s C4.5 algorithm, 
the successor of the ID3 algorithm optimizes the information 
gain calculation. To take the number of results that an attribute 
will yield into consideration information gain is normalized in 
the C4.5 algorithm [1]. The normalized attribute selection metric 
is called the Gain ratio.  

 
 

, (1) 
 

 
where A is a given attribute in a data set D. 

Information gain is normalized using Split Info. It is 
calculated by using the following formula:  
 

 
, (2) 

 
 
where n = no of partitions, pj = probability that a record in 

the node is in partition j. 
Since Split Info increases as the number of partitions 

increases, it normalizes the information gain of attributes with 
many partitions. 

VI. EXPERIMENTS & RESULTS 
The datasets considered in this study are Reuters21578(R21578) 
and Reuters8(R8). One of the metrics used to assess a 
classification model's performance is balanced accuracy. It is the 
average of sensitivity and specificity. The proportion of a 
model's capacity to identify positive cases is called sensitivity, 
and the proportion of its capacity to identify negative cases is 
called specificity. 

A. KNN 
The KNN model is fed to the data by adding cosine and 
Euclidean measures. The accuracy rates observed are 94.81 and 
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96.81, respectively while balanced accuracies are 91.58 and 
94.76, respectively. These are the results observed when the 
dataset is R8 as shown in Fig.4. When the R21578 dataset is 
trained, the accuracy observed is 85.07(cosine) and 
92.84(Euclidean) and balanced accuracy is 79.84(cosine) and 
88.84(Euclidean) as shown in Fig.5. 

 

Figure 4. KNN results for R8 

 

 

Figure 5. KNN results for R21578 

B. LOGISTIC REGRESSION 
Logistic regression is applied on the dataset by using constant 
threshold and variable threshold. When Logistic regression with 
a constant threshold is applied to the R8 dataset, the accuracy is 
observed to be 96.91 and the balanced accuracy is 98.17. When 
an array of thresholds (in variable threshold) is used, the 
accuracy and balanced accuracy obtained are 97.47 and 98.49 as 
shown in Fig. 6.  

 

Figure 6. Logistic regression for R8 

 
A balanced dataset is referred to as the dataset where all 
categories have an equally distributed number of input samples. 
When balanced R8 is fed to logistic regression with a constant 
threshold, the accuracy and balanced accuracy obtained are 
89.13 and 90.55. But when the threshold is changing, the 

accuracy and balanced accuracy were observed to be 90.19 and 
89.13. The R21578 is trained with logistic regression with a 
constant threshold, and the accuracy observed is 90.41, while the 
balanced accuracy is 94.50. When logistic regression with 
standard scaling is trained, the accuracy and balanced accuracy 
obtained are 82.11 and 89.00, respectively as shown in Fig.7. The 
variable threshold for R21578 is not a recommended idea, as the 
dataset has 48 classes and 48 models that must be trained. In 
testing, each instance gets a probability from each class, and one 
class will be selected based on probability. Hence, it is not 
considered as an efficient approach since this consumes an 
enormous amount of time.  

 

Figure 7. Logistic Regression results for R21578 

C. DECISION TREE 
The decision tree is performed on the R8 dataset by using the 
C4.5 algorithm. Before performing discretization, the 
accuracy and balanced accuracy are observed as 89.78 and 
93.30. After discretization, the accuracy and balanced 
accuracy are observed as 94.24 and 91.16. For R21578, before 
discretization, the results are 74.38 and 81.20. After 
discretization, the results are 76.77 and 86.50 as shown in 
Fig.8 and Fig.9. 

 

Figure 8. Decision Tree for R8 

 

Figure 9. Decision Tree for R21578 
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VII. DISCUSSIONS 
In this study, a comparison is made between three different 
classification algorithms, which are KNN, Logistic 
Regression, and Decision tree. These three are applied to two 
variants of the Reuters dataset which are Reuters21578 and 
Reuters8. Among these three algorithms, it is observed that 
Logistic Regression gives the best performance. When R8 
dataset is fed to the Logistic Regression model the accuracy 
and balanced accuracy are observed as 97.47 and 98.49 as 
shown in Fig.10. 
 

 

Figure 10. Comparison of all models for the R8 dataset 

 

 

Figure 11. Comparison of all models for the R21578 dataset  

When the Reuters21578 dataset is used, the results are high 
for Logistic Regression. Logistic Regression gave the best 
results when standard scaling was used. The accuracy and 
balanced accuracy of the Logistic Regression model are 90.41 
and 94.50 as shown in Fig.11. Logistic Regression has given 
better accuracy while standard scaling is used. The accuracy 
and balanced accuracy of Logistic regression using a constant 
threshold without standard scaling are 90.41 and 95.40. The use 
of standard scaling significantly improved the model’s 
performance, highlighting the importance of feature 
normalization in text classification. Logistic Regression proved 
to be effective across various preprocessing techniques, 
consistently achieving high accuracy and balanced accuracy. 
The model’s consistency in achieving high accuracy suggests 
its effectiveness in handling the Reuters21578 dataset. 

 

Table 1. Results of all classification algorithms 

 
The R8 dataset yields higher performance metrics across 

all algorithms, with accuracies ranging from 89.78% to 
97.47%, compared to 74.38% to 92.84% for R21578. This 
disparity underscores R8’s relative simplicity, allowing 
models to achieve near-optimal results with less tuning. In 
contrast, R21578 demands careful algorithm selection and 
configuration, particularly to address potential class 

imbalances, as seen with Cosine KNN’s superior balanced 
accuracy despite its lower overall accuracy, as shown in the 
Table 1. 

Logistic regression emerges as the most consistent 
performer, and it has achieved top results on R8 (Variable 
Threshold) and strong outcomes on R21578 (Constant 
Threshold). Its adaptability to the threshold strategies highlights 

Dataset Algorithm Accuracy Balanced 
Accuracy 

f1-score Precision Sensitivity Specificity 

R8 

KNN 
Euclidian 91.58 94.76 91 92 92 97.93 

Cosine 94.81 96.81 95 95 95 98 

Logistic 
Regression 

Constant Threshold 96.91 98.17 0.97 0.97 0.97 0.99 

Variable Threshold 97.47 98.49 0.97 0.98 0.97 0.99 

Decision Tree 

Without 
Discretization 

89.78 93.30 90 90 90 96 

With Discretization 94.24 91.16 91 91 91 97 

R21578 

KNN 
Euclidian 79.84 88.84 0.79 0.79 0.80 0.97 

Cosine 85.07 92.84 0.85 0.86 0.86 0.98 

Logistic 
Regression 

Constant Threshold 90.41 94.50 0.90 0.90 0.90 0.99 

Variable Threshold 82.11 89.00 0.83 0.85 0.82 0.96 

Decision Tree 

Without 
Discretization 

74.38 81.20 0.76 0.77 0.77 0.96 

With Discretization 76.77 86.50 0.76 0.76 0.77 0.96 
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its robustness across the two dataset types considered. KNN 
shows dataset-specific behavior: Cosine similarity boosts 
performance on R8 but falters in accuracy on R21578, though 
it compensates with better minority class detection. This 
implies that dataset properties, like feature distribution or class 
balance, should guide the selection of similarity measures. 
Decision Tree benefits from discretization in both datasets, 
improving accuracy and, in R21578, balanced accuracy. This 
preprocessing step appears critical for tree-based models, 
particularly when dealing with complex or noisy data. Every 
model has its own way to classify the given data depending on 
the density of the dataset, and the observations have proved that 
point. 

VIII. CONCLUSION 
Modification of the traditional logistic regression and 
improvement of the model accuracy is described in this paper. 
We applied these methods with two datasets: Reuters-8 and 
Reuters-21578. Logistic regression showed the best results with 
98.49% of balanced accuracy, followed by KNN with 96.81% 
and decision trees with 93.30%. 

Conclusion is drawn that by using these methods, we could 
increase the accuracy of the model. In the increasingly vital fields 
of machine learning and data mining, classification is an 
essential problem. We must be able to collect and understand 
relevant information from the continually growing amount of 
data that we produce reliably and efficiently. The F1 score, 
precision, recall, and specificity measures, which are properly 
reported along with accuracy and balanced accuracy, show how 
thoroughly the algorithm is reviewed and proven. 

Each of the indicators in Table 1 shows a deep understanding 
of how difficult categorization tasks can be. This allows for a full 
evaluation of the model's effectiveness. By carefully using 
dimensionality reduction techniques before fitting the models, 
the algorithms have successfully broken through traditional 
boundaries and performed to their full potential. This strategy 
has improved overall performance and opened the door for 
developments in categorization techniques. We modify the 
classification algorithms to achieve maximum accuracy during 
dataset training. Out of all the algorithms considered in this 
study, logistic regression gave maximum accuracy by 
considering different thresholds for each category, whereas the 
decision tree gave the least accuracy because it couldn’t handle 
all the conditions while assigning categories to text documents. 
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