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ABSTRACT It is proposed and substantiated to use a mathematical model for making decisions regarding the
credibility of content posted on social networks, based on establishing a relationship between the outcome on
which the decision about the credibility or unreliability of the content is made and the factors influencing it.
Quantitative factors for assessing the user profile in the network have been justified: the number of posts, shares,
or likes made by users within a short time after the content appears; the number of comments or reactions at certain
time intervals; the number of participants interacting with the content within half a day after publication; the viral
spread coefficient of the content. The resulting indicator of such a model is proposed to be the degree of credibility
of specific content, ranging from 0 to 1. It is proposed and justified that methods of interval data analysis should
be used to represent and analyze this indicator based on expert assessment of the content. An optimization problem
is formulated for the two-stage identification of the model based on interval data analysis: forming the current
structure based on candidate models (model structure synthesis), estimating its parameters and verifying the
adequacy of the model. A hybrid method for identifying interval models of user profiles in a social network is
proposed and substantiated. This method combines a metaheuristic algorithm for synthesizing the model structure
based on the behavioral model of a bee colony with gradient methods for identifying the parameters of candidate
models. Examples of applying the proposed method and mathematical model for making decisions about the

credibility of content are presented.

KEYWORDS structural identification, parametric identification, artificial bee colony, social network user

profile.

I. LITERATURE REVIEW ON THE GIVEN SUBJECT AREA
Social networks are one of the most common means of
obtaining information [1], [2]. However, the information
disseminated on social networks is not always reliable [3].
Modern social networks often host and spread fake or false
information [4], [5]. Moreover, this is often done deliberately.
Therefore, detecting false information in social networks is a
relevant and important task. Existing methods can be classified
into the following groups:

e Content analysis methods using artificial neural
networks.

e Methods for analyzing information sources.

e Methods for verifying content credibility by comparing
it with known facts in databases or with a priori verified
content.

e Community-based verification, where users mark false
information.

e Propagation network analysis methods.
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e Community behavior analysis methods.

e In addition, combined methods are also possible.

The most widely used are content analysis methods
employing artificial neural networks [6], [7], [8]. However,
they have significant drawbacks, namely high sensitivity to the
quality and size of the training dataset [9], [10] and high
computational complexity [11], [12].

The disadvantages of source analysis methods include
outdated data, lack of access to metadata, and the emergence of
new sources or their dynamic changes, which reduce the
effectiveness of these methods.

Methods that verify content credibility by comparing it with
existing databases or a priori verified content also have
limitations [13]. For instance, verified facts may not exist or
may be difficult to find in databases, or there may be tight time
constraints for retrieving such data.

Community-based verification [14], where users label
content as false, can suffer from bias, lack of expertise within
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the community, or susceptibility to manipulative statements.
The disadvantages of propagation network analysis methods
include complex structures and the possibility of manipulating
participant communities.

In [15], the modeling of community participants’ behavior
in response to different types of content is examined. This
approach can be used to identify content credibility [16], [17].
These methods are based on studying and modeling the typical
behavior of a community when encountering certain
information [2], [3]. Of course, these methods also have several
drawbacks [18]. However, if the community’s profile can be
quantified — for example, in the form of the dynamics of
reactions to specific content — then the initial reaction of the
community can be used to model its further behavior and, on
this basis, determine the credibility of the content [19], [20],
[21]. Such an approach is considered in [10], [22]. However, it
focuses only on capturing the dynamics of user reactions
without analyzing the underlying reasons for such reactions. It
is also possible to model user behavior quantitatively. For
instance, one can estimate the number of posts in a short period
following the appearance of certain content [23], [24].

One challenge in modeling user behavior is the lack of large
datasets, which makes it impossible to use neural networks [7],
[25]. In this case, it is advisable to use causal models that
represent the relationship between the outcomes — on which
the decision about content credibility is based — and the
influencing factors in the form of algebraic equations.
Moreover, the quantitative data used for decision-making often
belongs to the category of imprecise data. In such cases, it is
reasonable to use an interval representation of the result and,
on this basis, build interval models [13], [26]. The advantage
of this approach is that it does not require large datasets and
guarantees the mathematical model’s accuracy.

Thus, the aim of this paper is to develop an interval model
for decision-making regarding the credibility of content posted
on social networks by establishing the relationship between the
outcome — on which the credibility decision is based — and
the influencing factors. At the same time, to identify such a
model, it is necessary to develop a hybrid method for
identifying interval models of user portraits in social networks.

Quantitative methods make it possible to develop predictive
models based on the analysis of user behavior observed in
previous cases. For example, one can account for which topics
generate the most interest or how quickly content can become
viral.

To build such a quantitative model, let us introduce the
indicator y, which characterizes the degree of credibility of
specific content on a scale from 0 to 1. Here, 0 means
completely false content, and 1 means fully credible content. It
should be noted that this indicator is not interpreted as a
probability but as a quantitative value within a certain interval.
Quantitative factors on which the degree of credibility can be
determined may include:

e x; — the number of posts, shares, or likes made by users
within a short period after the content appears. This helps
detect the audience’s immediate reaction to certain
content. For example, atypical reactions may indicate a
high degree of falsehood. If certain news or posts receive
many negative reactions or are marked as “fake,” this can
be a significant indicator;

e x, — the number of comments or reactions at specific
time intervals, which allows for better understanding of
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the speed of information dissemination and the emotional
response. For instance, atypical speed of dissemination
may indicate a high probability of false content;

e x; — the time it takes for information to spread through
social networks (for example, how many people interact
with the content during the first minutes, hours, or days
after publication). This helps to understand the efficiency
of the content’s spread. Studying how news spreads can
point to its unreliability; fake news often spreads rapidly
within certain groups or through bots;

e x, — the coefficient of viral spread of the content (for
example, the average number of shares per user), which
helps determine whether the content is prone to rapid
dissemination.

These factors describe the profile — that is, the typical or
atypical community reaction to published content — and can
help determine the degree of credibility or falsehood of that
content.

Il. PROBLEM FORMULATION FOR IDENTIFYING
INTERVAL MODELS OF USER PORTRAITS IN SOCIAL
NETWORKS

The influence of uncontrolled other factors on community
reaction is proposed to be taken into account in the form of
interval estimates of the degree of reliability or unreliability of
this content.

The dependence of the indicator y()_f ), which characterizes
the degree of reliability of certain content on the values of
factors X = (%1, Xx5x3x,) will be described in general form by
a nonlinear algebraic equation [27]:

y(X) = AB.X) + H(BX) + -+ fu(B.X). (D)

where y()?)f modeled value of content reliability, E -
unknown vector of interval model parameters, A, =

{fl (ﬁ, )?),fz (E, )?), ,fm(ﬁ, )?)} — set of basis functions, in
general case nonlinear, both in input factors and in model
parameters; mg — number of basis functions of the model, that
1s, its structural elements.

Data for identifying the mathematical model (1) are
obtained in the following form:

X - iyl i=1,.,N, )

where [y;; ¥;"] — lower and upper bounds of the degree of

reliability of the i-th content, i=1,...,N, )(71- — values of factors
that describe the portrait, that is, the community's reaction to
the published i-th content and can make it possible to determine
the degree of reliability or unreliability of this content, N — total
number of observations in the experiment.

Based on expressions (1) and (2), we obtain conditions for
solving the problem of structural and parametric model
identification:

yi <fi(B.%) 4t (B.X) <yti=TH, ©)

As we can see, the conditions from which we obtain both
the structure and parameters of the model are an interval system
of nonlinear algebraic equations. As is known, its solution is a
set of mathematical models (corridor). The task of finding a
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solution to ISNAR is itself an NP-complete computational
problem. To simplify it, we will look for only point estimates

of parameters ™ for one candidate model that satisfies
conditions (3).

Under such conditions, structural and parametric
identification are based on optimization problems, for solving
which methods of multidimensional nonlinear optimization are
used [28]. In this case, an optimization problem is solved for
model identification (structure and parameters) in the form of
such an optimization problem [29]:

—)m = Amsifém'& .
S(Ams,ﬁ ,&) ——— min 4

g e g BTy =1,m (5)
Amg € F, (6)
@, €[01],i=1,..,N, )

where F — set of all possible structural elements of the interval
model, A, — number of all possible elements of the s-th
structure, «; — coefficients of linear combination for
determining a point within the bounds of the degree of
reliability of the i-th content [y;; y;'].

For each current structure, as a candidate model, which we
form using algorithms of directed enumeration of structural
elements, we evaluate model parameters to obtain quantitative
estimates of predicted (calculated) values of the degree of
reliability of the i-th content in the form of such an expression:

5.(8) = £ (Bu ) + o (B B) + 4
fm (Em,)?i) ,i=1,...,N, (®)

and compare with given values using such an objective
function:

> N ~N Tl _ 2
8(Amy, B™ @) =X, (Yi(Xi) — P([y; ;Yi+]'ai)) ,(9)
where
P(ys;yilad) =a;-y7 + 1 —a) -y i=1,..,N(10)

As an additional stopping criterion for optimization
procedures, conditions [8] can be used:

3(X)elyyili=1,..,N (11)

It should be noted that the obtained optimization problem

(4) — (7) can be solved by combining global search methods
with gradient methods.

. HYBRID METHOD FOR IDENTIFYING INTERVAL
MODELS OF USER PORTRAITS IN SOCIAL NETWORKS
Considering that the optimization problem (4) — (7) is a
nonlinear optimization problem, which also contains two types
of constraints:

A € F (12)

and
groe g gt =1.m (3)
@, €[01],i=1,..,N, (14)
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It is advisable to transform it to the following form:

® (Ams,ﬁm, a, u, y) —— > min (15)
Am, € F =
{0 (%) 0 (%), 01 (@)oo 02 (8) | (16)

As we can see, two unknown coefficients p, y are
introduced into the objective function by collapsing linear

constraints on parameter values B™ and coefficients @ using
penalty functions in the following form:

In (ﬁmj - 3mj‘ow)

£= )/-Zj=1 +ln(ﬁAm;‘p —ﬁmj )

, (17

A= p- ZiL (n(ay) +In(1 — @), (18)
where y, u — given influence coefficients of corresponding
penalty functions.

As a result, the objective function in the interval model
identification problem takes the following form:

(A B, 1y) = Sy (3:(R) — PUyvil @) — v
i (i (B, = ™)+ (Bm” — ;) = w-
Li(n(y) +In(1 = ay)). (19)

Thus, we obtain a barrier objective function, the value of
which sharply increases (or decreases) when approaching the

boundary values of parameters p™ or coefficients o.

Now the interval model identification problem is
formulated in the form (15), (16) with objective function (19)
in the form of a barrier function. The specified problem is an
optimization problem on a discrete set of basis functions of the
mathematical model. For its solution, it is necessary to apply a
combination of methods of directed enumeration of structural
elements with gradient methods.

The work proposes a hybrid method for identifying interval
models of user portraits in social networks, which is based on
combining a metaheuristic algorithm for model structure
synthesis based on the behavioral model of a bee colony and
gradient methods for identifying candidate model parameters.

Let us consider the proposed method in detail.

First of all, according to condition (16), the set of basis
functions 4,, for a specific candidate model is formed from the
general set F, which contains all structural elements from
which an interval model can be formed. Increasing the number
m of structural elements in the mathematical model can lead to
its significant complication. Therefore, in the optimization
problem (15), (16), an additional constraint should be added,
which concerns the upper bound of the number of structural
elements in the model. Let us denote this constraint in the
following form:

(20)

mS S I‘max
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where mg — number of structural elements in the current s-th
structure, I,,, — maximum allowable number of structural
elements in candidate model.

Let us introduce constraint (20) in the form of a penalty
function into the objective function (19). As a result, we obtain:

N

@l B, y,0) = Y (9:(8) = Pyl @)

i=1

SN CCURTDELICrry)

~on (n(e) +In(1—ay))
=1 -0 ln(lmax - ms) ,

2D

where ¢ — given influence coefficient of the penalty function.
Then, we rewrite the optimization problem (16), (17) in the
following form:

GD(/lms, B d,wy,0 min  (22)
Am, € F. (23)

) Amg BT @ Y0
el

Now, we divide the process of solving the optimization
problem (22), (23) into two stages:

1. Formation of the current structure based on candidate
models (model structure synthesis);

2. Evaluation of its parameters and verification of model
adequacy (parametric identification).

At the first stage, we use a metaheuristic algorithm, which
is built on behavioral models of a bee colony. The application
of this algorithm will make it possible to form and evaluate
several different structures of candidate models in parallel.
Formally, the bee colony algorithm is based on swarm
intelligence, which uses a swarm to search for nectar [30], [31].
Let us consider the main phases of synthesis of candidate model
structures, based on analogy with the stages of the behavioral
model of a bee colony.

According to the set problem (22), (23), we set initial
conditions: LIMIT — number of iterations for exhaustion of the
current candidate model structure; S — total number of
candidate models within one iteration; I;,4,; mcn = 0 — number
of current iteration; MCN total number of iterations; set of
structural elements . We also randomly generate the initial set
of structures A,,_ of candidate models, with a total number of S
based on the set of all structural elements F.

Worker bees phase. At this phase, we use a number of
operators to form a set of candidate model structures [32].
Operator P(A,cn, F), which transforms each structure Ams
from the set A,,,¢, of interval model in the form (8) to structure
A'ing, Which is similar to structure 4,_. This operation
corresponds to the ABC algorithm in the sense that worker bees
explore neighboring nectar sources. As a result, operator
P(A,cn, F) transforms the set of structures A,;,cp, to the set of
structures Ay, on the men iteration of the structure synthesis
algorithm. This transformation occurs by randomly selecting
elements from each structure 4, and replacing these elements
with elements that are randomly selected from the general set
F. Using operator P(Apen, F) in the current candidate
structure, a different number of elements can be replaced,
depending on the quality of the specific structure. To determine
the number of elements that need to be replaced, it is necessary
to evaluate the "quality" of the current candidate model, which
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is determined by the wvalue of the objective function
(0] (Ams,ﬁm, a,uy, 0). Obviously, the smaller the value of

this function, the more accurate the mathematical model and
accordingly, the smaller the number of elements that need to be
changed in the current structure. It should be noted that the
number of elements in the current structure also depends on the
total number of elements m, in this structure. Therefore, the
formula for determining the number of elements that need to be
replaced in the current structure can be as follows:

(1 - i) )

(D(Am s,ﬁ’",(_i,u,y,o)

if ® (Ams,ﬁm, auy, 0) *
min {CD (Ams,ﬁm, a, Ly, 0) |s = 1. .S} 24)
and ng = 0
1, if ® (lms,ﬁm,&’, wy, 0) =
min {(D (Ams,ﬁm,&',u,y, or) s =1. .S}
or ng=20

At this same phase, pairwise comparison of generated and
current structures is also carried out to select the better one
from the pair. Obviously, for this it is necessary to carry out
parametric identification for each candidate model using
gradient methods. Thus, the operator of pairwise comparison
with selection of the better structure has the following form:

Ay if © (g, B™ Gy, 0) <
® (2, B Gy, )

Zingy if © (g, B™ Gty 0) >
® (A, B Gy, )

D(Amgs Ay )t Ay = (25)

The specified operator (25) performs selection of the best
structures A7, from two sets by pairwise comparison of
structures from two sets A,,, A, . As a result, we obtain the
set of structures of the first iteration A}, € Apep.

Scout bees phase. At this phase, a number of other
structures are formed around the determined structures from the
set Ab.,. In the context of the behavioral model of a bee
colony, scout bees search for new nectar sources around
already known ones [33], [34]. This means that for each current
structure, it is necessary to generate a certain number Rg of
structures. This indicator depends on the quality of the current
structure. Therefore, to determine the number of structures that
we generate for the current one, we use the following formulas:

1

—m
o (2B dny.e) X,

PS(’lrlns) = 1 g

P (/1,1,15,5 AR cr)
s=1.5-1 (26)
Ry = ToInt(Ps_i (A, )5 = 2..5,Ro =0 (27)

Now, having the known number of structures that need to
be formed around the current one, we use operator Ps(Al,cp, F),
which in a similar way to operator P(Apcp, F) transforms the
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set of structures AL, to the set of structures A;. Again, for

each structure Ay, , R, structures are formed by randomly

replacing the corresponding number ng of structural elements,

randomly selected from set F.

Further, at this phase, using the group selection operator
Dy( A%, Arn,) between the current structure and the set of
structures formed around it, we choose the best candidate
model by selection within the formed group. For this, it is
necessary to calculate the value of the objective function (21)
for each structure by conducting a parametric identification
procedure. As a result, this operator chooses the best structure
for those generated in the group. In the selection process, we
use formula (25) with the difference that group selection is
carried out, not pairwise.

Thus, the specified operator forms structures of the second
row of formation A%, on the same mcn iteration.

One of the biggest problems of the above-described
algorithm is cycling around the formation of certain structures,
that is, at local minima of the optimization problem. To exit
local minima, an additional phase of scout bees is provided in
ABC.

Scout bees phase. This is a phase of the bee swarm, at which
bees randomly choose new nectar sources. In the context of the
optimization problem, this means that for some structures it is
necessary to form completely new structures randomly [35].
For this, in the computational method for each current
candidate structure, a variable Limits is introduced. This
variable models the exhaustion of the structure and possible
complete change of the structure by randomly generating a new
set of structural elements. Structure exhaustion occurs when the
number of modifications of the current structure exceeds LIMIT
without  improving its quality. Then we use
operator Py (Lyqx, F), which generates the corresponding new
structure.

Thus, the above-described scheme makes it possible to
gradually form new structures of candidate interval models and
at the same time carry this out in the direction of improving
their quality. As already mentioned above, for each fixed
current candidate structure, we solve the parametric
identification problem for fixed structural elements by solving
an optimization problem. Considering the differentiability of
the objective function (21), at this stage, we can use gradient
methods.

Therefore, at the second stage of interval model
identification, the parametric identification algorithm scheme
can be as follows:

Step 1. Initialization:

- introduction of experimental data )?i > [yl i=
LN;

- reading the current structure of the model structure Apy,
(a set of structural elements in quantity my) from the first
stage;

- setting initial values of the components of the parameter

vector ﬁmj € [ﬁmiow;ﬁm?p],j =1,..,m;

- setting initial values for the coefficients-components of
vector d, (usually we will set them as follows: a; =

0.5, i =1,N);

- introduction of initial values of coefficients w,y,o for

penalty functions;

- formation of the objective function® (Ams, ™ a, v, 0);

- introduction of boundary values of stopping criteria;
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Step 2. Cycle:
Start of step 2.
While none of the criteria is satisfied, execute:
Step 2.1. Update the

function ® (Ams,[?m, a,uy, (7) by formula (21);

Step 2.2. Calculate the gradient of the barrier function
(direction of increase in the value of the barrier function):

Vo (fm,d,m,) = V’(Z (5:(%)
=1 ,
- Py vl @) )— 14

7\ 2, (A7)

J

barrier

el -im,))-

0V (Z(ln(ai) +1In(1 - ai))> e

i=1

(=)

Step 2.3. Determine the descent direction (normalized
antigradient vector):

~ Vo (Em, &,ms) _ —Va)(
[Fo (7o)

Step 2.4. Search for the optimal solution at this step
with step length s:

™, d, ms) ;

S
2m .
(ﬁ k+1’ak+1'm5k+1)

- -
g N =~ (R N
= (ﬁmk’ ak: msk) —S- Vq) ()Bmi a;ms);

Step 2.5. Update parameters |y, o;
Step 2.6. Check stopping criteria;
End of step 2.

Step 3. Return the parameter vector ﬁ .

It should be noted that at step 2.4, we can solve an
optimization problem with one parameter s — step length, to
ensure greater convergence to the minimum point (such a
method is called the steepest descent method), or we can simply
reduce the step length value when approaching a local
minimum, for example, by halving it at each iteration.

We choose parameters y,y, ¢ in such a way that when
approaching the values of variables given in the constraints, the
values of the corresponding penalty functions increase
significantly and increase the value of this barrier function

© (A, B™ G117, 0)-

We can also note that the parameter of the number of basis
functions my in the current candidate model can be extracted
from the barrier function, since it complicates the parametric
identification problem, because it is integer. Instead, use the
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procedure of gradual building up of the model structure by
directed selection of structural elements and increasing their
number. However, such an approach in forming structures can
lead to over-complication of the resulting candidate model,
since the search for adequate structures will not allow reducing
the number of structural elements in the mathematical model.

IV. RESULTS AND DISCUSSIONS
Let us consider the application of the developed method for
modeling the portrait of a social network. The specified
network belongs to a news network that unites a community
oriented towards news content. A feature of this network is a
quick reaction to new content. The interaction of community
members mainly increases during the first few hours, after
which the level of interaction decreases, unless the news causes
a long-term resonance. In such a network, anomalies may
emerge because of resonant topics, leading to sudden and
intense surges in activity. In such cases, the risk of spreading
fakes or manipulative content increases due to increased
emotionality. As already mentioned, communities oriented
towards news content are characterized by rapid dynamics of
interaction. Such communities are also characterized by
polarized reactions and sensitivity to manipulative content.
They have a heterogeneous audience that strives for quick
access to relevant information. As a result, a feature of such
communities is that their "portrait" changes significantly
depending on the nature of the news and the context in which
they appear. This feature is used to recognize fake content,
which mainly causes unnatural resonance of the user portrait.
For studying the portrait of the specified social network, N
=20 cases of posting content of different nature were used, and
the community portrait was recorded using such factors: x; —
the number of posts, shares, or likes made by users within the
first 10 minutes after the content appeared; x, — dynamics of
comments or reactions every 10 minutes (measured by the
average number of comment increments); x3; — the number of
unique users for half a day; x, — the viral spread coefficient of
content. The results of studies of this network are given in
Table 1.

Table 1. Results of content studies in the network

Number of

Number | Spread |unique users .

of likes | dynamics | characteri- Viral Degree of
N . spread content

first 10 | (average zing news . o

min value) spread time coefficient | reliability
(thousands)
X1 X2 X3 X4 lyi;vi]

1 52 30,1 2,114 2,5 [0,9; 1]
2 35 24,8 1,878 2,2 [0,95; 1]
3 64 38 2,789 34 [0,78;0,91]
4 92 41 2,830 3,2 [0,54;0,71]
5 28 20,5 1,500 1,9 [0,96; 1]
6 60 36,7 2,600 3,1 [0,85;0,93]
7 75 39,9 2,750 33 [0,72; 0,84]
8 100 45 3,000 3,8 [0,50; 0,65]
9 110 50,2 3,300 4 [0,35; 0,52]
10 20 15,5 1,300 1,6 [0,97; 1]
11 40 223 1,700 2,1 [0,94; 0,99]
12 88 42 2,900 3,5 [0,60; 0,75]
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13 99 47,3 3,200 39 [0,42; 0,60]
14 120 52,5 3,450 4,2 [0,25; 0,45]
15 18 14,2 1,200 1,4 [0,98; 1]

16 47 27,5 2,000 2,3 [0,88; 0,94]
17 85 43,1 2,950 3,6 [0,66; 0,80]
18 105 49,5 3,350 4,1 [0,38; 0,55]
19 115 53,7 3,600 4,3 [0,21; 0,40]
20 125 55,8 3,800 4,5 [0,12;0,28]

The mathematical model for evaluating the degree of
content reliability is presented in the form of expression (1),
where:

A = {fi(B.X), (8. X), .. (B, X)} — set of basis
functions, both in input factors and in model parameters;

mg = [3; 5] — the number of basis functions of the model,
that is, its structural elements is defined in the range;

E’ — unknown vector of interval model parameters, we will
calculate based on table data using the developed hybrid
method for identifying interval models of user portraits in
social networks.

Using the data from Table 1, we compose the corresponding
interval system (3). Further, based on the generated set of
structural elements using the developed hybrid method of
structural and parametric identification, we evaluate candidate
models, applying the objective function in the form (21).

As a result of implementing the hybrid method, on the 12th
iteration of evaluating candidate models, we obtained the
following coefficient estimates: §, =0.491103, 8, =-0.001786,
B, =0.048772, and the corresponding mathematical model:

.\ 0,491103 — 0,001786 - x; * x,
y(X) = +0,048772 - x, /%5 (28)

As we can see, the obtained interval model contains three
coefficients and accordingly three structural elements. We also
see that the mathematical model is nonlinear with respect to the
factors on which content reliability depends.

Now we can use the obtained interval model to evaluate the
reliability of content posted in the specified network.

Example 1. Let us consider an example of applying the
developed mathematical model for predicting content
reliability.

News "The European Union has approved a new COVID-
19 vaccine adapted to the Omicron variantl" appeared in the
network.

The number of likes due to the appearance of the news in
the first 10 minutes was x;= 28; the dynamics (increment) of
news spread through the network, recorded over the first six
hours every 10 minutes on average was x, = 29; the number of
unique users characterizing the news spread time for half a day
was x3=2,353 participants; the viral spread coefficient is
x,=2.3.

Using the obtained mathematical model (28), we get:

y(X) = 0,491103 — 0,001786 - 28 - 2.3
+ 0,048772-29/2.353 = 0.98

The obtained result means that the news is reliable, which
fully corresponds to reality, based on the context of the news.

Example 2. Let us consider the following example of
applying the developed mathematical model for predicting
content reliability.
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News "The European Union mandates all citizens to receive
an annual vaccination against COVID-19 with a new “genetic
shot.”" appeared in the network.

The number of likes due to the appearance of the news in
the first 10 minutes was x; =138; the dynamics (increment) of
news spread through the network, recorded over the first six
hours every 10 minutes on average was x,= 64, which means
quite fast content spread; the number of unique users for half a
day was x3=4,372 participants, which indicates a short spread
time; the viral spread coefficient is x,=4.2.

Using the obtained mathematical model (28), we get:

y(X) = 0,491103 — 0,001786 - 138 - 4.2
+ 0,048772-64/4.372 = 0.17

The obtained result means that the news is unreliable, which
fully corresponds to reality, based on the context of the news.

The obtained results indicate that the developed model can
be used to evaluate content reliability.

At the same time, it should be noted that the proposed
quantitative indicators, as well as the developed mathematical
model, are suitable for analyzing and classifying content into
two categories — reliable and fake, but to confirm the results of
this classification, it is additionally necessary to conduct
analysis of content, sources, and context itself. Thus, it is quite
difficult to determine that content is fake or 100% reliable only
by likes, reposts, or spread speed. Therefore, in the further
development of the proposed approach, it is mandatory to take
into account additional content verification methods.

V. CONCLUSIONS

Quantitative indicators that reflect the portrait of users in social
networks have been analyzed. It has been established that the
use of quantitative indicators of community portrait can help
identify signs of fake or false content, although this does not
guarantee 100% accuracy. Analysis of such data can be useful
for recognizing anomalies in audience behavior, which are
often characteristic of communities that spread fakes. It has
also been shown that the main indicators characterizing
audience reaction to certain content are: the number of posts,
shares, or likes made by users within a short time after the
content appears, which helps to identify instant audience
reactions to certain content; the number of comments or
reactions at certain time intervals, which allows better
understanding of the speed of information spread and
emotional response; the time during which information spreads
through social networks (for example, how many people
interact with content within the first minutes, hours, or days
after publication), helps to understand how effective content
distribution is; the viral spread coefficient of content, for
example, the number of shares from each user, which helps to
understand whether content is prone to rapid spread.

For making decisions about the reliability of content posted
in social networks, an interval mathematical model is proposed
and justified for the first time, which establishes the
relationship between the result on which the decision about the
reliability or unreliability of content is made and the factors that
influence it. The resulting indicator of such a model is the
degree of reliability of certain content within the range from 0
to 1. It is proposed and justified to use interval data analysis
methods to represent and analyze this indicator based on expert
content research. Accordingly, this indicator will not be
interpreted as probabilistic, but as a quantitative value on a
certain interval.
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A hybrid method for identifying interval models of user
portraits in social networks is proposed and justified for the first
time, which, unlike existing ones, is based on combining a
metaheuristic algorithm for model structure synthesis based on
the behavioral model of a bee colony and gradient methods for
identifying candidate model parameters, which ensured a
reduction in the computational complexity of method
implementation and the possibility of wusing standard
optimization tools for solving problems of identifying user
portrait models in social networks.

Verification of the developed hybrid method for identifying
interval models of user portraits in social networks was carried
out on the example of modeling user behavior on various types
of news in a social network. At the same time, it should be
noted that the proposed quantitative indicators are suitable for
initial analysis and detection of suspicious content, but to
confirm fakeness, it is necessary to conduct additional analysis
of content, sources, and context. Therefore, it is quite difficult
to determine that content is fake only by likes, reposts, or
spread speed. It is possible only to attribute some reliability to
the indicated facts. Thus, in the next section, we will consider
additional mechanisms that make it possible to improve the
reliability of content classification.
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