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 ABSTRACT The expansion of darknet traffic categorization necessitates recognizing and resolving its intricate 
nature. Conventional categorization methods often prove inadequate when confronted with the complexities 
inherent in darknet network data. This study presents a novel methodology that combines Recurrent Neural 
Networks (RNNs) with the Harris Hawks Optimization (HHO) method. This research thoroughly evaluated the 
classifier to enhance classification accuracy and address the prevailing classier in darknet datasets. The study 
results indicate that incorporating HHO led to a significant increase in precision, with a spike of 99.90%. 
Additionally, the recall metric showed notable improvement, reaching a value of 0.9998. Moreover, the balanced 
accuracy measure also shows a substantial enhancement. The usefulness of the combination of Recurrent Neural 
Networks (RNN) and Hybrid Harmony Optimization (HHO) is shown by this significant advancement. This 
innovation offers a possible answer to the issue of categorizing darknet data. 
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I. INTRODUCTION 
n the current era of digital technology, the internet 
encompasses a wide range of visible and concealed domains. 

The surface web, often used for routine activities and accessible 
via conventional search engines, is just a fraction of the vast 
expanse of the internet. A substantial section of this digital 
realm, known as the Darknet, resides in obscurity [2]. The 
ability to effectively traverse, comprehend, and categorize the 
data flow inside this obscured domain assumes great 
significance for many purposes, including cybersecurity and 
law enforcement [4]. 

The Darknet, known for its anonymous nature and 
concealed services, poses several problems for anybody 
seeking to categorize and comprehend its network activity [22]. 
Conventional approaches often prove inadequate due to the 
encrypted and dynamic characteristics of Darknet traffic, 
which pose challenges to standard classification methodologies 
[11]. Hence, a persistent need exists to develop more 
sophisticated and flexible methodologies to analyze and 
categorize the data traffic traversing this obscured segment of 
the internet [5]. 

Deep Learning, a branch of machine learning, can extract 
complex patterns and representations from extensive datasets 
[17, 36, 28, 10, 27, 25]. Artificial neural networks, intense 
neural networks, have played a crucial role in several domains, 
including but not limited to image and audio recognition, 

natural language processing, and other applications [13]. The 
capacity of machine learning to acquire knowledge from 
unprocessed data without the need for explicit feature 
engineering has brought about significant transformations in 
several fields [26]. 

The Harris Hawks Optimization (HHO) algorithm is a 
contemporary meta-heuristic optimization approach that draws 
inspiration from the predatory behavior shown by Harris 
Hawks in natural settings [39, 7]. The HHO algorithm has 
shown remarkable efficacy in addressing intricate optimization 
issues by imitating the strategic hunting behavior exhibited by 
these avian species. This algorithm effectively achieves a 
harmonious equilibrium between exploration and exploitation 
within the search space, as evidenced by the findings of Chen 
et al. [8] and Kang et al. [18]. 

The complex interaction of Darknet Traffic Classification, 
Deep Learning, and Harris Hawks Optimization showcases a 
synergistic relationship, including identifying, understanding, 
and improving processes. The fundamental essence of Darknet 
Traffic Classification revolves around comprehending and 
classifying the intricate and diverse data streams that traverse 
the concealed pathways of the internet [23]. In the face of 
complexity, standard approaches may encounter difficulties. 
However, Deep Learning is a promising solution, with the 
cognitive ability to identify and acquire knowledge from 
intricate patterns concealed within this traffic [30]. The neural 
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networks used in this study undertake a comprehensive 
analysis, systematically examining several layers of data to 
extract significant patterns that may be utilized to categorize 
the elusive traffic inside the Darknet [15].  

However, similar to any complex system, these deep 
learning models' effectiveness and precision depend on their 
parameters' correctness. The Harris Hawks Optimization 
(HHO) algorithm demonstrates strategic and adaptive behavior 
characteristics, drawing inspiration from the bird species 
named after [9]. The optimization of the deep learning model's 
parameters using the HHO technique guarantees the 
maximization of the model's potential, hence significantly 
improving its classification accuracy to an unprecedented level. 
The integration of the three domains, namely classification, 
deep learning, and optimization, forms a synergistic triangle 
that enables the development of a robust and effective approach 
for unraveling the enigmatic aspects of the Darknet [1]. 

Schizas et al. [33] offer a novel methodology that 
combines Deep Learning with Harris Hawks Optimization to 
classify Darknet traffic. This approach seeks to address the 
classification issues presented by the Darknet by integrating the 
pattern recognition skills of deep learning models with the 
adaptive optimization capabilities of the HHO algorithm [29, 
19]. The collaboration between these elements is anticipated to 
augment the precision and effectiveness of Darknet traffic 
categorization, expanding the limits of present approaches [14]. 

The objective of this research is to explore the possibilities 
of combining Deep Learning with Harris Hawks Optimization 
for the task of classifying Darknet traffic. The main aim of our 
study is to develop and assess a new methodology that can 
accurately and efficiently categorize Darknet network data. By 
undertaking this endeavor, we provide a scholarly contribution 
by presenting an innovative approach that leverages the 
advantages of deep learning and meta-heuristic optimization, 
perhaps establishing a new standard in the field of Darknet 
traffic categorization. 

II. RELATED WORKS 
The field of darknet traffic categorization has been more 
pertinent in contemporary study, owing to the growing 
importance of cyberspace in the modern digital era. The 
Darknet, known for its extensive anonymity and encryption 
features, functions as a central point for a range of nefarious 
operations, underscoring the need to accurately categorize its 
traffic in the field of cybersecurity [12, 62]. 

Deep learning, which falls under the umbrella of machine 
learning, has considerable potential as a viable technique for 
categorizing Darknet network traffic. An example of this may 
be seen in the work of Selim et al. [34], who proposed a new 
methodology that combined deep learning techniques with an 
enhanced iteration of the Harris Hawks Optimization (HHO) 
algorithm, referred to as the Improved Harris Hawks 
Optimization (IHHO). The researchers used a deep learning 
approach to extract important characteristics from network 
traffic data effectively. Subsequently, they enhanced the 
classification process by using the IHHO method for 
optimization. 

Sarwar and colleagues [31] introduced novel variations of 
deep learning approaches, namely the modified Convolution-
Long Short-Term Memory (CNN-LSTM) and Convolution-
Gradient Recurrent Unit (CNN-GRU). Using this 

methodology, the researchers got notable levels of accuracy, 
namely 96% for identifying darknet traffic and 89% for 
classifying traffic. In order to improve the effectiveness of their 
model, the researchers used XGBoost (XGB) for feature 
selection. 

The deep-full-range (DFR) framework, proposed by Zeng 
et al. [38], utilizes deep learning models such as CNN, LSTM, 
and SAE to perform encrypted traffic categorization and 
intrusion detection. The methodology used by the researchers 
showcased the capacity of deep learning algorithms to analyze 
unprocessed traffic data autonomously, eliminating the need 
for human interaction. Optimization algorithms have been 
investigated as a viable approach to improve the categorization 
of darknet traffic. In their study, Liu et al. [20] combined the 
Harris Hawk optimization technique with a clustering 
algorithm to enhance the classification process's accuracy and 
recall rate. 

Optimization methods have also been investigated as 
prospective approaches to augment the categorization of 
darknet traffic. In their study, Liu et al. [20] used the Harris 
Hawk optimization technique with a clustering algorithm to 
enhance the clustering accuracy and the recall rate in the 
classification procedure. Additional Approaches and 
Considerations: In their study, Chang et al. [6] explored deep 
learning models for categorizing online and offline traffic in a 
software-defined network (SDN) setting, focusing on 
application-based classification. The authors assessed their 
models, which consisted of a multilayer perceptron (MLP), a 
convolutional neural network (CNN), and a Stacked Auto-
Encoder (SAE), using an openly available dataset on network 
traffic. 

Mazel et al. [21] used unsupervised anomaly detection 
methods, such as clustering and correlation analysis, within the 
domain of anomaly detection to discover irregularities in 
Darknet traffic. In addition, Niranjana et al. [23] have put out a 
comprehensive 29-tuple Numerical AGM data format that is 
well-suited for analyzing TCP connections with verified source 
IP addresses. This format seems to be effective in identifying 
attack patterns inside darknet traffic. The study field has seen 
the introduction of several strategies aimed at improving the 
efficiency of darknet traffic classification models in response 
to the difficulties presented by encrypted traffic and the 
complexities of darknet operations. 
The analysis of Table 1 reveals that a diverse range of 
methodologies has been used to classify darknet traffic. Selim 
et al. [34] and Liu et al. [20] emphasized optimization 
techniques in their studies. Selim et al. [34] specifically 
included deep learning methods in their research, while Liu et 
al. [20] concentrated on clustering techniques. Khan et al. [32] 
and Zeng et al. [38] extensively used deep learning models 
using customized architectures for traffic detection and 
categorization. In contrast, Chang et al. [6] and Mazel et al. [21] 
directed their attention to distinct categories of network traffic. 
Specifically, the former concentrated on unencrypted traffic, 
while the latter focused on anomaly detection. Niranjana et al. 
[23] presented a distinct viewpoint by emphasizing the 
significance of data formats in the analysis context. 
Furthermore, recent studies have highlighted additional 
methods that integrate deep learning and optimization 
techniques. 
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Table 1. Comparative Analysis of Darknet Traffic Classification Techniques. 

Reference Approach/Technique Key Contributions Limitations/Challenges 
Selim et al. 

(2020) 
Deep Learning + IHHO Integration of deep learning with IHHO; Superior 

classification accuracy 
Restricted to specific darknet 

traffic patterns 
Sarwar et al. 

(2021) 
CNN-LSTM and CNN-GRU 96% accuracy for traffic detection; Use of XGB 

for feature selection 
Model complexity; 

Computational overhead 
Zeng et al. 

(2019) 
DFR Framework (CNN, 

LSTM, SAE) 
Effective encrypted traffic classification; Manual 

intervention not needed 
Limited to public datasets used in 

the study 
Liu et al. 
(2022) 

Harris Hawk optimization + 
Clustering 

Enhanced clustering accuracy and recall rate; 
Emphasized class compactness and separation 

Specific to data traffic patterns 
studied 

Chang et al. 
(2020) 

Application-based classification 
on SDN 

Effective unencrypted traffic classification; 
Evaluated using open network traffic dataset 

Only applied to unencrypted 
traffic 

Mazel et al. 
(2015) 

Unsupervised anomaly 
detection 

Successful anomaly detection in Darknet traffic; 
Clustering and correlation analysis used 

Reliant on specific anomaly 
detection techniques 

Niranjana et al. 
(2020) 

29-tuple Numerical AGM data 
format 

Detection of various attack trends using the Mean 
Shift clustering algorithm 

Limited to TCP connections and 
specific attack patterns 

 
In contrast to the findings shown in the table, our study 

provides a unique approach that combines Deep Learning with 
Harris Hawks Optimization. This approach is designed to 
classify various sorts of darknet traffic completely. Our method 
aims to address the deficiencies found in previous studies by 
providing a more comprehensive solution capable of adapting 
to darknet traffic's dynamic and encrypted characteristics, 
distinguishing it from other approaches. 

The existing body of literature has substantially 
contributed to advancing darknet traffic categorization. 
However, it is essential to note that some areas have not been 
well addressed. The total resolution of the difficulty presented 
by the ever-changing nature of the Darknet and the scarcity of 
labeled data for deep learning models remains incomplete. 
Furthermore, while the current methodologies have shown 
efficacy in some situations, achieving a comprehensive 
solution that provides high precision for many forms of darknet 
data, including encrypted communication, continues to be 
challenging. Furthermore, doing a comprehensive analysis of 
hybrid models that integrate the advantageous aspects of 
several methodologies might augment categorization's 
precision and effectiveness. 

III. METHODOLOGIES 
This study explores the Harris Hawks Optimization (HHO) 
method to select features to be inputted into a deep learning 
classifier known as the Recurrent Neural Network (RNN). This 
article provides an overview of the dataset used, the 
construction and training of the recurrent neural network 
(RNN), and the incorporating of the harmony search algorithm 
(HHO) principles into the feature selection process. 

A. DATASET DESCRIPTION 
The importance of the quality and comprehensiveness of the 
utilized dataset cannot be overstated while endeavoring to gain 
valuable insights and construct an effective classification 
model for darknet traffic. The researchers chose the CIC-
Darknet2020 dataset [40] due to its extensive coverage of 
darknet traffic patterns, making it a suitable foundation for their 
analyses. The dataset was aggregated from a diverse range of 
subterranean databases. The intentional diversification of data 
sources contributes to the comprehensive representation of 
various darknet traffic categories, mitigating potential biases 
associated with relying solely on a limited number of sources. 
The collection exhibits a significant characteristic in the form 
of a substantial quantity of available qualities. The system 

comprehensively examines every instance of traffic and 
showcases a wide range of 85 distinct characteristics. From the 
standpoint of network traffic analysis, it is worth highlighting 
several particularly significant characteristics: 
 Flow ID: As a unique identifier, the Flow ID ensures that 

each traffic flow can be distinctly recognized and 
analyzed. 

 Src IP and Dst IP: These attributes capture the source and 
destination IP addresses, respectively, offering insights 
into the origins and targets of the traffic. 

 Src Port and Dst Port: By recording the source and 
destination port numbers, these features shed light on the 
specific communication channels employed. 

 Protocol: This feature classifies the type of protocol used, 
such as TCP, UDP, etc. 

 Timestamp: By noting the exact timestamp of the traffic 
capture, this feature allows for temporal analysis, which is 
crucial for discerning patterns over time. 

 Additionally, the dataset encompasses various statistical 
attributes related to flow duration, packet counts, and other 
intricate details, thereby enriching the depth of information 
available. 
The CIC-Darknet2020 dataset is characterized by its 

substantial size, comprising 17,109 documents. With this 
quantity of data, training and evaluating our deep-learning 
models with high confidence is feasible. The distribution of 
classes within the sample is intriguing. There is a discernible 
inclination towards exclusively focusing on two specific 
categories of dark web activities. The category labeled 
'Browsing' exhibits a significantly higher frequency with 
16,783 instances, starkly contrasting to the 'Audio-Streaming' 
category, which only comprises a meager 326 occurrences. The 
observed imbalance in question reflects the real-world 
distribution of darknet traffic, presenting an intriguing issue in 
categorization. 

B. PREPROCESSING 
The preprocessing stage is critical in ensuring the dependability 
and effectiveness of the subsequent classification process, 
primarily because of the inherent challenges associated with 
darknet traffic data [62-64]. This section provides a 
comprehensive overview of the preprocessing procedures 
employed for this dataset. During the initial round of data 
cleansing, inconsistencies and missing values are detected. In 
order to maintain the integrity of the dataset, instances with 
incomplete or inaccurate values for essential attributes are 
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either imputed using suitable statistical techniques or removed 
from the dataset. The field of mechanical design encompasses 
the creation and development of mechanical systems and 
components. It involves the use of engineering principles and 
techniques. There is a potential that certain features, 
particularly those with high cardinality, such as Flow ID or 
Timestamp, may not contribute significantly to the 
classification task. To enhance the significance of 
representations, it is possible to modify or analyze these 
qualities [41]. Temporal data, such as the specific hour or day 
of the week, holds importance in examining dark web activity. 
This data can be obtained by parsing the Timestamp. The 
dataset contains numerical parameters such as Flow Duration 
and Total Forward Packet, which exhibit a range of potential 
values. The numeric properties are commonly standardized 
through the utilization of Min-Max scaling or Z-score 
normalization Bachmann et al., [42] in order to ensure that no 
one feature exerts a disproportionately large influence on the 
deep learning model. One-hot encoding is a technique 
employed to convert categorical features, such as the Protocol 
variable, into a binary matrix format that is suitable for 
utilization by a neural network. A cursory examination of the 
data reveals a notable disparity between the 'Browsing' and 
'Audio-Streaming' categories, necessitating the resolution of 
class imbalance. Synthetic Minority Oversampling Technique 
(SMOTE) is a widely used algorithm in machine learning. Two 
techniques, namely the Synthetic Minority Over-sampling 
Technique (SMOTE) and adaptive synthetic sampling 
(ADASYN), can address the class imbalance issue. This 
hinders the Recurrent Neural Network (RNN) from cultivating 
an overwhelming bias towards the predominant class. 

C. RECURRENT NEURAL NETWORK (RNN) CLASSIFIER 
Recurrent Neural Networks (RNNs) have gained significant 
popularity as a preferred option for analyzing and manipulating 
sequential data within deep learning. Recurrent Neural 
Networks (RNNs) are considered a viable option for classifying 
darknet traffic due to the inherent temporal nature of network 
traffic. This is because the behavior of packets and flows often 
relies on past activity, as highlighted by Ahmed et al. [43]. 

C.1. ARCHITECTURE 
The input layer, as depicted in Figure 1, is the initial layer of a 
neural network model. The recurrent neural network (RNN) 
utilizes the pre-processed features of the dataset. According to 
Jaafari et al. [44], the quantity of neurons in the input layer 
directly relates to the dimensional aspect of the dataset 
following preprocessing. The architecture consists of several 
concealed layers, each incorporating recurrent connections. 
These layers can retain information from preceding time steps, 
making them highly effective in identifying patterns in 
sequential data. The determination of the optimal number of 
hidden layers and neurons inside each layer is informed by 
empirical evaluations, which aim to find an equilibrium 
between the complexity of the model and its performance [45]. 
Dropout layers are employed in darknet traffic to mitigate the 
risk of overfitting due to the intricate nature of such 
communication. These dropout layers are strategically 
interspersed between recurrent levels. This approach enhances 
the model's resilience by automatically deactivating certain 
neurons during training. Ultimately, the output layer employs a 
softmax activation function to generate a probabilistic 
distribution including the two potential categories of traffic, 
namely "Browsing" and "Audio-Streaming." 

 

 

Figure 1. Recurrent Neural Network (RNN) Architecture. 

C.2. TRAINING 
Considering the nature of the task at hand, wherein a 
classification problem is being addressed, the loss function 
employed is the categorical cross-entropy. This particular loss 
function quantifies how much the predictions deviate from the 

actual class labels [50]. In order to iteratively adjust the 
parameters of the model, optimization algorithms such as 
Adam or RMSprop are employed in conjunction with the 
backpropagation through time (BPTT) method, which has been 
designed explicitly for recurrent neural networks [53]. The 
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timing and batch size factors are essential considerations in 
several academic contexts. During the training process, 
providing the Recurrent Neural Network (RNN) with data in 
batches is necessary. The objective is to achieve convergence 
without overfitting by doing exploratory experiments to 
determine the ideal batch size and number of epochs, which 
refer to complete iterations over the training dataset. Part of the 
training data is partitioned and designated as a validation set. 
This feature enables the implementation of early halting or 
model checkpoints by consistently evaluating the model's 
performance on unseen data during the training process. 

C.3. REGULARIZATION AND HYPERPARAMETERS 
The model's generalization abilities can be enhanced by 
implementing regularization techniques that impose penalties 
on large weights, such as L1 and L2 regularization [5], among 
others. The tuning process refers to adjusting or modifying a 
system or device to Hyperparameters encompassing various 
factors within the architecture and training process, including 
but not limited to the learning rate, dropout rate, and number of 
hidden neurons. In order to determine the optimal values for 
the hyperparameters, scholars typically conduct a methodical 
exploration that may involve using grid search or random 
search techniques Balaha & Hassan, [54] to refine the potential 
options. 

C.4. HARRIS HAWKS OPTIMIZATION (HHO) FOR 
FEATURE SELECTION 
In the context of datasets with a high number of dimensions, 
the process of feature selection assumes a critical role in 
enhancing the efficacy of machine learning models. The Harris 
Hawks Optimization (HHO) method presents a novel meta-
heuristic approach that addresses the issue at hand by 
prioritizing improving classification accuracy and reducing 
computing cost, drawing inspiration from the predatory 
behavior of Harris Hawks. 

C.4.1. BASIC PRINCIPLE OF HHO 
The HHO algorithm is a computational model that emulates the 
cooperative hunting behavior observed in Harris hawks. Each 
hawk within this context represents a potential solution (or a 
combination of characteristics), and its placement inside the 
search region denotes the level of excellence associated with 
those characteristics. During the iterative optimization process, 
hawks undergo many phases corresponding to their hunting 
habits, including the surprise pounce, mild besiege, and 
powerful besiege. These actions facilitate investigating further 
potential options (exploration) and maximizing the previously 
identified (exploitation) inside the designated search region. 

C.4.2. HHO IMPLEMENTATION FOR FEATURE 
SELECTION 
The initial step involves randomly assigning a population of 
potential solutions (feature subsets). Fitness functions are 
employed to evaluate the performance of each subset, with 
classification accuracy being a prevalent statistic for recurrent 
neural networks (RNNs) [47, 46]. The feature subsets, called 
hawks, undergo iterative updates to navigate toward optimal 
solutions through exploration and exploitation. This 
necessitates a combination of undirected exploration [48, 49] 
to discover novel combinations of features, as well as directed 
exploration [48] aimed at known optimal solutions. The 

convergence criterion encompasses several factors, such as a 
predetermined maximum number of iterations or a threshold 
improvement in fitness, that are deemed necessary to the 
problem being addressed. The hawk that exhibits the highest 
level of performance at convergence demonstrates the optimal 
selection of features. The RNN classifier that remains is trained 
using the subset above. 

C.4.3. BENEFITS OF HHO IN FEATURE SELECTION 
In order to mitigate the risk of being trapped in local optima, 
the exploration and exploitation techniques employed by HHO 
provide an extensive investigation of the feature space. HHO 
has the potential to effectively decrease the dimensionality of a 
dataset by selectively retaining the most informative features. 
This can result in expedited training times and potentially 
improved model performance. Enhanced Generalization By 
removing unnecessary details, the classifier reduces the risk of 
overfitting the training data, resulting in an improved ability to 
apply learned patterns to fresh data. The utilization of the HHO 
algorithm in the selection of features for the categorization of 
dark web traffic has been demonstrated in previous studies 
[51,52], showcasing the effective amalgamation of nature-
inspired optimization techniques and deep learning 
methodologies. 

C.5. EVALUATION METRICS 
The efficacy of the proposed recurrent neural network (RNN) 
classifier is assessed through a comprehensive set of metrics, 
both prior to and after the application of the Harris Hawks 
Optimization (HHO) technique for feature selection. Including 
multiple factors pertaining to the quality of categorization 
enables these metrics to offer a comprehensive evaluation of 
the model's effectiveness [55]. 

The accuracy metric quantifies the proportion of positive 
observations that are correctly identified, indicating that out of 
every 100 anticipated positive observations, 90 are accurately 
classified as valid. When errors have significant repercussions, 
the paramount consideration is attaining precision [56]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௥௨௘ ௉௢௦௜௧௜௩௘ 

(்௥௨௘ ௉௢௦௜௧௜௩௘ାி௔௟௦௘ ௉௢௦௜௧௜௩௘)
. 

The recall (or sensitivity) metric quantifies the accuracy of 
genuine optimistic predictions relative to the overall number of 
true positives. In circumstances where the lack of a positive 
category can yield significant consequences, this factor 
becomes of utmost importance [57]. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
. 

Precision is a metric that quantifies the proportion of 
correctly anticipated observations to the overall number of 
observations. Although this indicator encompasses a wide 
range of data, it can be misleading when used in groups with 
varying levels of inequality [58]. 

𝐴𝑐𝑐𝑢𝑎𝑟𝑐𝑦 =
(𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 )

(𝑇𝑜𝑡𝑎𝑙 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)
. 

The significance of balanced accuracy is particularly 
notable due to the dataset's observed class imbalance. 
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According to Cittadini et al. (2023), the metric under 
consideration offers a balanced assessment of the classifier's 
overall effectiveness by taking into account both its sensitivity 
(the ratio of true positives) and specificity (the ratio of false 
negatives) across all classes. The F1 Score is a metric that 
provides a fair evaluation of accuracy by considering both 
Precision and Recall. The comparative cost of false positives 
and negatives is a crucial aspect in which its superiority 
becomes evident [59]. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
. 

Similar to how the F1 Score places greater emphasis on 
memory than precision, the F2 Score follows a similar 
approach. When the monetary value associated with false 
negatives surpasses the monetary value associated with false 
positives, this factor has significant importance [33]. 

𝐹2 𝑆𝑐𝑜𝑟𝑒 = (1 + 2ଶ) ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

(2ଶ × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) + 𝑅𝑒𝑐𝑎𝑙𝑙
. 

In conjunction with these quantitative metrics, the 
confusion matrix presents a structured representation of the 
classifier's precision, encompassing the proportions of accurate 
and inaccurate classifications. Several of the measures above 
are dependent on this matrix as their foundation. The extensive 
set of evaluation metrics can be employed to evaluate the 
performance of the recurrent neural network (RNN) classifier 
both prior to and after the integration of the feature selection 
technique based on the Harris hawks optimization algorithm 
(HHO) [60]. 

C.6 STUDY MODEL 
The comprehensive approach to unraveling the intricacies of 
darknet traffic classification is situated at the convergence of 
state-of-the-art machine learning techniques and advanced 
optimization strategies. This study presents a visual 
representation that succinctly captures the intricate processes 
and strategic decisions that form the foundation of our 
approach. The flowchart illustrates the research method and 
highlights the utilization of a Recurrent Neural Network (RNN) 
as a prominent deep learning classifier. The RNN integrates 
with the Harris Hawks Optimization (HHO) technique for 
feature selection. The utilization of a dual-pronged approach, 
specifically designed to cater to darknet traffic, underscores the 
convergence of cutting-edge technology with algorithms that 
draw inspiration from natural phenomena. Subsequently, a 
comprehensive exposition will be provided about the dataset, 
the preprocessing procedures, the recurrent neural network 
(RNN) architecture, the harmony search algorithm (HHO) 
implementation, and the metrics employed to assess its 
effectiveness. The provided visual narrative serves as a 
contextual framework for a more intricate examination of our 
research expedition, as seen in Figure 2. It sheds light on the 
various measures we undertook to enhance the precision, 
effectiveness, and comprehensiveness of our study of darknet 
traffic. 

 

Figure 2. Study Flowchart. 

IV.  EXPERIMENTS AND RESULTS 
A series of comprehensive tests were conducted to assess the 
efficacy of the proposed Recurrent Neural Network (RNN) 
classifier in the context of darknet traffic classification. In this 
section, a comparative analysis is conducted on the outcomes 
achieved before and after the implementation of HHO, 
focusing on specific elements. 

A.1 RESULTS WITHOUT HHO IMPLEMENTATION 
Prior to the implementation of the HHO approach, the 
efficiency of the RNN classifier was assessed in order to 
establish expectations. This can serve as a reference point for 
subsequent comparisons following the implementation of 
HHO. 

A.1.1 CONFUSION MATRIX 
The confusion matrix offers a detailed examination of the 
classifier's precision by segregating the proportions of accurate 
and inaccurate classifications into separate columns. The 
classifier's performance was rigorously assessed using a set of 
assessment metrics, as depicted in Figure 3. The accuracy score 
of 0.9941 showcased the classifier's impressive ability to 
anticipate positive outcomes accurately. This value indicates 
that nearly 99.41% of the instances labeled as positive were 
indeed positive. The recall statistic achieved an impressive 
value of 0.9996, suggesting that the classifier successfully 
identified almost 99.96% of the actual positive occurrences. 
The classifier's performance was assessed based on its accuracy 
score 0.9938, which signifies that 99.38% of the predictions 
made were correct.  

The total accuracy of the study increased to 0.7057 when 
findings from all categories were considered. The dataset 
exhibits an intrinsic disparity in class distribution, emphasizing 
the potential for enhancements despite the statistic indicating a 
mere 70.57 percent. An F1 score of 0.9969 was obtained, 
indicating a balanced performance in precision and recall, as 
reflected by the harmonic mean. The study concluded by 
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reporting an F2 score of 0.9985, indicating the classifier's 
effectiveness in mitigating false negatives. The results above, 
acquired prior to implementing the HHO technique, establish 
the foundational basis by providing a broad understanding of 
the possibilities of the RNN classifier. In the subsequent 
paragraphs, we will go deeper into the topic, examining any 
potential enhancements in efficiency that can be ascribed to the 

utilization of HHO. Insights into the capabilities of the 
Recurrent Neural Network (RNN) classifier can be derived 
from the results produced in the absence of the Hybrid 
Harmony Search Algorithm (HHO). The subsequent section 
will examine the potential improvements in efficiency 
following the use of HHO. 

 

Figure 3. Confusion matrix before applying HHO. 

 

A.2 RESULTS WITH HHO IMPLEMENTATION 
The effectiveness of the RNN classifier was reassessed 
following the integration of the Harris Hawks Optimization 
(HHO) technique for feature selection. This study aimed to 
assess the effectiveness of HHO-driven feature optimization 
and to find potential enhancements in classification accuracy. 

A.2.1 Feature Selection in Darknet Traffic Classification 
When formulating a robust approach for categorizing Darknet 
data, focusing exclusively on the most significant components 
is imperative. The title suggests that Deep Learning and Harris 
Hawks Optimization are the primary approaches. However, it 
is crucial to understand each feature's underlying significance. 
Consequently, advanced optimization and classification 
methodologies are more prone to achieving success and 
efficiency. 

The HHO method was employed to assess the significance 
of various variables, as depicted in Figure 4. The HHO (Hybrid 
et al.) is a machine-learning technique that employs ensemble 
learning to classify data. It accomplishes this by constructing 
multiple decision trees during the training phase and 
determining the mode of the classes for classification. One of 
the key advantages of using the HHO algorithm in this scenario 
is its ability to produce a feature significance score. This score 
accurately indicates the predictive capability of each feature. 
Upon training on the Darknet traffic dataset, the HHO classifier 
yielded a prioritized compilation of features. The 'Selected 
Features' refer to the set of 20 features that the classifier has 
chosen as the most significant. In order to have a 
comprehensive understanding of their respective significance, 
we conducted a comparative analysis between these features 
and the subsequent 20 features, which were designated as the 
"Deselected Features." 
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Figure 4. Comparison of Selected vs. Deselected Features based on Importance. 

 
The figure shows that the 'Selected Features' exhibit 

superior predictive efficacy within the framework of 
categorizing Darknet traffic. Separating the data sets serves as 
a foundation for the core methodological approach, enabling 
the Deep Learning model and the Harris Hawks Optimization 
algorithm to concentrate on the most significant features, 
enhancing the precision of classification. 

The utilization of feature selection using Harris Hawks 
Optimization (HHO) serves as a fundamental framework for 
comprehending the importance of features, with the primary 
objective of investigating the amalgamation of Deep Learning 
and HHO for Darknet Traffic Classification. By optimizing the 
dataset for relevance, the subsequent research methodological 
procedures can be designed to enhance the overall effectiveness 
of the suggested strategy. 

A.2.2 CONFUSION MATRIX 
The confusion matrix can provide valuable insights into the 
enhanced performance of the classifier after implementing the 
Harmony Search algorithm. Figure 5 illustrates the necessity of 
a comprehensive evaluation of the classifier's performance 
improvements, if any, following the Harris Hawks 
Optimization (HHO) technique. Based on a comprehensive 
review, it has been concluded that the classification system 
achieved a precision of 0.9990, indicating that 99.90% of the 
positively judged cases were accurately classified. The recall 

score of 0.9998% emphasizes the classifier's consistent 
capability to accurately identify almost all actual positive 
events. Upon incorporating HHO, the classifier demonstrated 
an overall accuracy of 0.9988, denoting an approximate 
prediction rate of 99.88%, which is deemed suitable. 

The inclusion of the HHO has led to a notable improvement 
in the findings, albeit gradually. Furthermore, it is worth noting 
that a significant enhancement was observed, as evidenced by 
the balanced accuracy metric, which measures the consistency 
of performance across different classes, achieving a remarkable 
value of almost 98.93%. This development signifies a trend 
towards a more cohesive classification of various types of 
traffic. The F1 score, a metric that balances precision and 
recall, exhibited a value of 0.9994, indicating a further 
enhancement in aligning these crucial parameters following the 
implementation of HHO. The classifier's enhanced 
performance in mitigating false negatives was validated as a 
conclusive metric, indicated by an F2 score of around 99.96%, 
which exhibits a higher emphasis on recall. In general, these 
data provide evidence of the technique's effectiveness in 
improving the classifier's performance. This is particularly 
evident in its ability to create a more balanced classification 
landscape for various types of darknet traffic, which may be 
attributed to the integration of the HHO. The use of HHO 
demonstrates its efficacy in enhancing the classifier's 
performance, particularly in generating a more equitable 
categorization outcome across different traffic categories. 
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Figure 5. Confusion matrix After applying the HHO. 

 

A.3 COMPARATIVE ANALYSIS 
The main objective of this study was to assess the efficacy of 
the recently proposed Harris Hawks Optimization (HHO) 
technique. A comparative analysis of classification outcomes 
before and after the integration of HHO makes it evident that 
the integration effectively facilitates the classification of 
darknet traffic. The comparison above underscores the 
divergent performance metrics, hence demonstrating the 
practical advantages of employing HHO-driven feature 
selection. 

Figure 6 illustrates that using HHO significantly increased 
precision, a parameter of utmost importance. The observed 
transition from a pre-HHO phase area under the curve (AUC) 
value of 0.9941 to a post-implementation AUC value of 0.9990 
indicates a substantial reduction in false optimistic predictions, 
resulting in an enhancement of around 0.49 percent. 
Concurrently, the recall metric exhibited a marginal 
enhancement, increasing from 0.9996 to 0.9998 after using 
HHO. Those above slight yet significant modification 
showcases the classifier's resilient capacity to identify superior 
positive instances, even in an optimized feature landscape. The 

application of HHO enhanced the classification performance, 
as evidenced by an increase of approximately 0.5% in the 
accuracy indication. Specifically, the accuracy improved from 
0.9938 to 0.9988. Furthermore, there was a significant rise in 
the percentage of accurate responses, rising from 70.57 percent 
to 99.93 percent. The observed rise in question is a notable 
illustration of the extensive impact of HHO, particularly in its 
effective resolution of issues stemming from class disparities. 
The F1 score, a metric that effectively combines precision and 
recall, rose during the post-HHO period, indicating the 
technique's ability to maximize both metrics concurrently. The 
F2 score, which prioritizes recall above other metrics, increased 
after the implementation of HHO. This observation provides 
more evidence of the enhanced capability of the model in 
mitigating false negatives. A significant revelation is unveiled 
through an in-depth analysis of the facts presented in the 
confusion matrix. The introduction of HHO resulted in a 
significant rise in the number of true negatives (TN), with an 
increase from 21 during the pre-HHO period to 230 post-
implementations. The observed class imbalance in the dataset 
accentuates the enhanced discriminatory ability of the classifier 
in correctly identifying instances belonging to the negative 
class. 
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Figure 6. Comparison between the Evaluation metrics after and before the implementation of HHO. 

 

V. DISCUSSION 
Using the Harris Hawks Optimization (HHO) approach in our 
methodology has undeniably shown a significant improvement 
in the accuracy of classifications. The observation above aligns 
with the conclusions drawn by Chen et al. [7], who posited that 
using HHO significantly addresses a wide range of 
optimization challenges. The findings of this study are 
consistent with the research conducted by Kang et al. [18], 
which emphasized the efficacy of an enhanced HHO in the 
context of optimization scenarios. 

Numerous scholars have embarked on classifying darknet 
traffic inside the domain. For example, the authors Abu Al-
Haija et al. [2] and Khan et al. [32] placed significant emphasis 
on the use of machine learning models to detect and categorize 
traffic inside the Internet of Things (IoT) framework. Although 
encouraging results were attained in previous studies, our 
research goes further by integrating Recurrent Neural 
Networks (RNNs) with Harmony Search Algorithm (HHO) for 
feature selection. This integration leads to even more accurate 
classifications. A pertinent comparison aspect may be made 
with the scholarly contribution of Jenefa [16], who conducted 
an extensive investigation on the classification of network 
traffic inside the darknet. The study identifies issues related to 
the dynamic nature of darknet traffic and the need for adaptable 
models. Our approach offers possible answers using the 
benefits of deep learning and optimization methods. 

The research conducted by Alimoradi et al. [3] showed the 
efficacy of deep learning in categorizing darknet traffic. Our 
research enhances the existing knowledge by showcasing that 
integrating deep learning, notably recurrent neural networks 

(RNNs), with sophisticated optimization approaches like 
hybrid harmony search algorithm (HHO) may provide even 
higher accuracy rates. Notwithstanding the accomplishments, 
our technique, like any other, has inherent limitations. Previous 
studies conducted by Heidari et al. [14] present research and 
many prior prominent studies in darknet traffic categorization 
and optimization approaches. Our technique, which 
incorporates Recurrent Neural Networks (RNNs) with Hybrid 
Harmony Search Optimization (HHO), demonstrates 
remarkable performance metrics. Specifically, it achieves an 
accuracy of 0.9988, precision of 0.9990, recall of 0.9998, and 
F1 score of 0.9994. These findings highlight the unique 
approach and outcomes of our methodology. Prior research 
conducted by Abu Al-Haija et al. [2] and Khan et al. [32] has 
centered on distinct machine learning models used in the 
context of Internet of Things (IoT) applications and the 
utilization of Convolutional Neural Networks (CNN) and Long 
Short-Term Memory (LSTM) for the identification of darknet 
traffic, respectively. While their results showed promise, 
neither study used sophisticated optimization methods, such as 
HHO, implemented in our research. The study's findings by 
Alimoradi et al. [3] underscored the strong performance and 
reliability of deep learning techniques, which is consistent with 
our focus on recurrent neural networks (RNNs). Nevertheless, 
making direct data comparisons is a challenge owing to 
variations in datasets and research aims across different studies. 
However, the results of our investigation, when coupled with 
the optimization of HHO, provide a slight advantage in 
accuracy and precision. This highlights the possibility of using 
the combined technique for classifying darknet traffic. 

 

Table 2. Comparative Analysis with related studies. 

Study Reference Methodology/Technique Remarks 
Current Study RNN + HHO Demonstrated significant improvement with HHO integration. 

Abu Al-Haija et al. (2022) Machine Learning for IoT Applications Specific to IoT applications. 
Sarwar et al. (2021) CNN-LSTM for darknet traffic detection Achieved promising results but without the use of optimization techniques 

like HHO. 
Alimoradi et al. (2022) Deep Neural Classification Emphasized the strengths of deep learning in darknet traffic classification. 

Jenefa (2023) Survey on network traffic classification in the 
darknet 

Comprehensive survey without specific implementation. 

Kang et al. (2023) Improved HHO for optimization Showcased the potential of HHO but not applied to darknet traffic. 
Chen et al. (2020) HHO for diverse optimization problems Demonstrated the capabilities of HHO, aligning with our findings. 
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The current investigation makes a substantial contribution 

to darknet traffic categorization by incorporating the Harris 
Hawks Optimization (HHO) approach with Recurrent Neural 
Networks (RNNs). The amalgamation under consideration has 
shown exceptional accuracy, precision, recall, and F1 scores. 
Additionally, it has effectively tackled the common issues of 
class imbalance and feature selection often encountered in 
darknet traffic datasets. Our methodology, which focuses on 
optimizing features driven by HHO, highlights the significance 
of prioritizing pertinent characteristics to improve the model's 
performance. This article presents a departure from traditional 
approaches by highlighting the potential of integrating deep 
learning with sophisticated optimization techniques, stressing 
the synergistic effects that may be achieved. The research 
findings address a significant void in the current body of 
literature by introducing a rigorous methodology that has 
proven effective in practical darknet traffic situations. As a 
result, this study contributes valuable insights and strategies to 
the existing knowledge in the field of darknet traffic 
classification. 

VI.  CONCLUSION 
The present study undertook an extensive investigation into 
categorizing darknet data using a combination of Recurrent 
Neural Networks (RNNs) and the Harris Hawks Optimization 
(HHO) approach. The outcomes of the research clearly 
emphasize the effectiveness of this integrated strategy. 
Significantly improved classification metrics, including 
accuracy, recall, and F1 score, were seen after the installation 
of HHO. The implementation also demonstrated the classifier's 
enhanced capacity to effectively address underlying class 
imbalances, as seen by the notable rise in true negatives. In 
addition, using HHO-driven feature selection resulted in 
enhanced model performance and underscored the significance 
of prioritizing crucial characteristics within the darknet traffic 
dataset. Therefore, the findings of this research provide 
evidence of the capability of integrating deep learning with 
sophisticated optimization techniques. The present study 
introduces a unique, resilient, and very efficient approach to the 
current corpus of knowledge, establishing a standard for future 
undertakings in darknet traffic categorization. 

Although this research has shown encouraging findings on 
the use of Recurrent Neural Networks (RNNs) and Harris 
Hawks Optimization (HHO) to classify darknet traffic, it is 
essential to acknowledge the existence of some constraints. The 
use of HHO (Harmony et al.) in the feature selection process 
may unintentionally exclude contextually relevant features. 
Moreover, the processing requirements associated with the 
iterative HHO optimization provide difficulties when 
considering real-time applications. Subsequent research 
endeavors should prioritize the enhancement of the HHO 
process in order to achieve superior real-time effectiveness. 
Additionally, it is essential to investigate alternative 
optimization strategies and validate the suggested approach 
using extensive and varied datasets to ascertain its broader 
applicability. 
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