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 ABSTRACT This research explores the interdisciplinary field of nature-inspired computing, which relies on 
biological models and processes to develop innovative algorithms and computational systems. The paper analyzes the 
main categories in this field: evolutionary computing, collective intelligence, biological systems, as well as advanced 
approaches, such as cellular and membrane models. These paradigms provide robust and scalable solutions to 
complex problems that are difficult to address by traditional methods. The research places particular emphasis on cell 
computing, which reproduces the structure and functionality of biological cells, and on membrane computing, which 
introduces concepts of hierarchy and distributed processing. At the same time, the paper proposes an innovative 
methodology for the design of Multi-Agent systems, based on these biological models, including the dynamic 
formation of coalitions and the optimization of interactions between autonomous agents. The main contribution lies in 
the development of a mathematical model and a functional architecture for the integration of these paradigms, 
promoting collaborative, resilient, and innovative solutions for the future of distributed artificial intelligence. 
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I. INTRODUCTION 
ature-inspired Computing is an interdisciplinary field of 
computer science, which relies on patterns, processes 

and behaviors observed in nature to develop algorithms, 
methods and computational systems. Inspired by natural 
phenomena, such as evolution, population dynamics, colony 
formation or biological and physical processes, this type of 
computing offers efficient and creative solutions to complex 
problems. 

The main categories of nature-inspired calculus include: 
Evolutionary calculus – based on Darwin's theory of 

biological evolution, it uses mechanisms such as selection, 
crossover, mutation, and reconfiguration for optimization 
(e.g., genetic algorithms, genetic programming, evolutionary 
strategies); 

Computation based on collective intelligence – inspired 
by the coordinated behavior of groups of organisms, with 
applications in logistics, computing networks and robotics 
(e.g. Ant Colony Optimization or Particle Swarm 
Optimization); 

Biological systems-based computing – successfully 
applied in the modeling of biological processes, particularly in 

optimization and data analysis (e.g., artificial neural networks, 
immuno-inspired algorithms, bioinformatics). 

These methods offer new paradigms for approaching 
complex problems that are difficult to solve by traditional 
means [1]. 

Cellular computing, based on biological processes and 
cellular organization in living organisms, deserves special 
attention in the design of computing systems inspired by 
nature. It explores models and methods that simulate the 
interaction and functioning of biological cells, using these 
principles to develop efficient algorithms and computational 
systems. 

Nature-inspired methods used in cell computing include: 
Cellular automata – inspired by the local interaction 

between cells in a network or grid, in which each cell applies 
a set of simple rules to determine its future state based on the 
state of its neighbors [31]; 

Gene networks and biochemical reactions – inspired by 
the interactions between genes and biological molecules, they 
shape cell population dynamics or metabolic behavior; 

Membrane computing – inspired by the 
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compartmentalized structure of biological cells, which uses 
membranes to divide computing space into compartments, 
each with its own rules for transforming data; 

Cellular genetic algorithms – based on selection, 
mutation and crossing, they use a localized space of a cellular 
system to adapt solutions to optimization problems; 

DNA-based systems – inspired by genetic encoding and 
decoding processes, they use the manipulation of DNA 
sequences to store data and solve problems. 

These methods provide innovative tools for the 
development of efficient algorithms and computational 
systems, mentioned in the papers [2, 3, 28, 29]. 

 
II. RELATED WORK 
Nature-inspired computing offers multiple advantages by 
using the principles, processes, and behaviors observed in 
nature. Depending on the field of research, some of the 
essential benefits offered by nature-inspired computing can be 
mentioned [4 - 7]: robustness and ability to adapt to dynamic 
environments; scalability and decentralization; the ability to 
provide effective solutions to complex problems, which are 
often unsolvable by classical methods; Collaboration and 
distribution in multi-agent systems modeling. 

One of the directions of research inspired by nature is 
collective decision-making computing (swarm computing) [8, 
9, 32], an interdisciplinary field that uses the mechanisms, 
algorithms and strategies of groups of agents (humans, 
software or robots) [10, 11] to make decisions collectively. 
These computational models are based on the idea that a 
collective, through information exchange, cooperation, data 
collection and aggregation, negotiation, consensus, and 
evaluation of alternatives, can make better decisions than an 
autonomous individual [12, 13]. 

At the basis of these computing methods and techniques 
are: collective optimization algorithms (multicriteria 
optimization) [13 - 15]; distributed learning models [16]; 
game theory and decision analysis [17]. 

By using collective decision-making computing, more 
efficient, innovative and resilient solutions are obtained, with 
promising potential for future developments, including their 
integration into artificial intelligence and global distributed 
systems [18].   

III.  STATEMENT OF THE RESEARCH PROBLEM 
The synthesis of Multi-Agent Multi-Coalition decision-
making systems is a complex process, requiring theoretical 
and practical knowledge from various fields of science and 
technology. The paper proposes the following: synthesis of 
the computing cell model; definition of the topology of the 
Multi-Agent system based on membrane computing models 
(P-Systems); elaboration of a mathematical model for the 
dynamic configuration of the membrane computing 
architecture, to model coalition formation processes in Multi-
Agent systems. 

IV. SYNTHESIS OF THE COMPUTATIONAL CELL MODEL 
The computing cell model is a fundamental concept in the 
field of nature-inspired computing, used for the development 
of distributed systems that are both efficient and scalable. 
Inspired by the structure and functioning of biological cells, 
this model aims to create computational architectures that 
mimic how natural units tackle and solve complex problems. 

A computing cell is defined as a basic unit in a distributed 
computational system, characterized by autonomy, 
collaboration, communication, and adaptability to 
environmental changes or specific requirements. 

The synthesis of the computing cell model requires 
multidisciplinary knowledge that integrates concepts from 
biology, mathematics, and computer science. In order to 
ensure synchronization and cooperation between the 
computing cells, it is necessary to observe the following 
essential steps: 

Defining the set of local behavioral rules – These rules 
express the autonomy of cells by performing basic functions, 
such as data storage and processing; 

Establishing interaction rules – Rules that allow cells to 
communicate with each other and exchange information 
efficiently; 

Optimization of load distribution – The distribution of 
loads must ensure a balance between complexity and cost, 
avoiding overloading of cells and enhancing system 
performance; 

Integrating self-healing mechanisms – These 
mechanisms detect and correct errors locally and, in 
exceptional cases, redistribute loads to other cells or replace 
defective cells. 

These steps contribute to the development of a robust, 
scalable, and adaptable computing system. Figure 1 presents 
the functional diagram of the computing cell, highlighting its 
key components and interactions. 

 

 

Figure 1. Functional diagram of a computing cell. 

The functional diagram of the computing cell includes: 
Input port and Output port – for data communication 

with the environment; 
Data Storage Memory – stores input data from the 

environment, the current state of the computing cell, and 
output information to be transmitted back to the environment; 

Control Unit – generates synchronization signals required 
to execute operations defined by the set of rules; 

Data Input Rules – the set of rules that manage access to 
data from the environment into the internal memory (Data 
Storage Memory); 

Data Output Rules – the set of rules that manage the 
transmission of data from the Data Storage Memory to the 
environment; 
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Data Processing Rules – the set of rules intended for 
processing data stored in the Data Storage Memory. 

The cell membrane ensures the structure and autonomy of 
the computing cell. 

The membrane structure includes the following 
components: Input channel – channels that belong to the 
Input port structure; Output channel – channels that belong to 
the Output port structure; Outside data – data originating 
from the environment; Inside data – data stored and 
processed within the calculation cell. 

The activity of the stone cell, inspired by the metabolism 
of living cells, operates based on the following principles: 

The Control Unit generates the following signals: SIC 
(Synchronization of Input Control) – synchronizes data 
acquisition from the environment; REC (Rules Execution 
Control) – manages the execution of rules; SOC 
(Synchronization of Output Control) – synchronizes data 
transmission to the environment. 

According to the defined rules: The Data Input Rules 
block generates RIC (Rules Input Control) signals, which 
manage data acquisition through the Input port (Input 
channel); The Data Output Rules block generates ROC 
(Rules Output Control) signals, which manage data 
transmission through the Output port (Output channel); The 
Data Processing Rules block generates RMC (Rules Memory 
Control) signals, which access the Data Storage Memory and 
process the data according to the defined rules. 

V. SYNTHESIS OF MULTI-AGENT DECISION MAKING 
SYSTEM BASED ON CELL COMPUTING MODEL 

The compute cell model provides a solid foundation for 
defining the structure and functionality of computational 
units. However, to efficiently model complex systems and 
architectures, Membrane Computing (P-Systems) models can 
be utilized. 

Cell Computing and Membrane Computing are two 
biologically inspired paradigms that share common principles 
while exhibiting distinct characteristics. These paradigms are 
complementary: Cellular Computing offers an ideal 
framework for spatial simulations with simple rules; 
Membrane Computing enables hierarchical, parallel, and 
concurrent processes, making it particularly suitable for 
problems involving multi-level communication and 
processing. Both approaches contribute to the development of 
innovative and effective solutions to complex problems across 
various fields [2, 19]. 

Figure 2 shows a Venn diagram illustrating the key 
characteristics of an abstract membrane computing system, 
emphasizing hierarchy, concurrency, and parallelism [20]. 

 

 

Figure 2. Venn diagram of the Membrane computing model. 

The components of the Venn diagram for defining the 
membrane computing system are as follows: Skin (outer 
membrane): Forms the structure and topology of the 
computing system, enabling data exchange with the external 
environment; Membranes: Structures that separate the 
functional logic and ensure the autonomy of computing cells, 
exchanging data with the environment based on defined rules; 
Elementary Membranes: Simple computing cells that 
perform basic data processing operations; Complex 
Membranes: Complex structures integrating multiple 
elementary computing cells or other complex membranes; 
Regions: Refer to the internal architecture of computing cells, 
as described in Figure 1. 

The hierarchy of the membrane computing model 
explains the connection between membranes and their mode 
of interaction: At the top level is Membrane 1; Membranes 2, 
3, 4, and 5 operate in parallel or concurrent mode; Similarly, 
membranes 6–9, 10–11, and 12–13 also operate in parallel or 
concurrently. 

Membrane calculus is inspired by the biological 
structures and processes that occur in living cells. It uses the 
concept of compartments bounded by membranes to process 
information in a parallel and distributed manner, simulating 
processes that occur simultaneously in multiple cells, a 
characteristic feature of nature. 

The formal model of the membrane computing system (P-
System)   is defined by expression (1) [2, 3, and 20]: 

  1 1, , , ,..., , ,..., ,M M j jO C R R      , (1) 

where:  
1

M

m
m

O O


  - is the set of objects (variables) 

operated by the computing cells, where, NO R and 

 
1

M

m
m

O


  ;  1mC c , m ,...M    - is the set of 

catalyst elements (representing a collection of synchronization 
signals that validate the operations planned by the rule set R ; 
  - is the structure (topology) of the membrane computing 

system consisting of 1 M,...,   membranes (see Figure 2); 

1 M,...,   - is the set of objects (variables) and state data 

belonging to the computing cell 1m , m ,M   , where 

m mO  ; 1 MR ,...,R  - is the set of rules for 

processing/transforming the objects (variables) and state data 

associated with computing cell 1m ,M ; 

  1j j , j ,M    - is the set of computing cells that, based 

on the set of objects (variables) and state data j  generate 

intermediate or final results, thereby acting upon the activity 
environment and controlling its evolution.  

Let the Multi-Agent System (MAS)  1iA A , i ,M   

(Figure 3) consisting of M  Autonomous Agents AA  
operating in a N  dimensional space based on model (2) and 

 
1

M

i
i

A A


 : 
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where:  i iE X  - is the domain of definition for Agent iA , 

determining the set of objects (variables) used by the Agent, 

where     
1

M

i i
i

E X E X


 ;    Q X opt X  - the 

objective function of the Multi-Agent System for global 

optimization in the definition space NR ;  i iS X opt X  

- the set of strategies defined for each Agent iA  ensuring the 

optimization condition for variables iX , respecting the 

condition  i iX E X ; i if X Y  - the set of functions 

for computing the action values applied to the activity 
environment  E X . 

Figure 3 shows the initial state of the Multi-Agent System. 
In this state, each Agent operates autonomously, focusing 
solely on its own objectives as defined in its individual 
strategy. The results of an Agent's actions become visible to 
others only through their effect on the shared environment. 
This mode of operation is inefficient because the Agents' 
actions are uncoordinated, making it impossible to achieve the 
overall optimization objectives within the specified time 
frames. 

The proactive formation of coalitions, which is necessary 
to improve the efficiency of the Multi-Agent System, 
becomes impossible as each Agent adapts its strategy in 
response to changes in the environment over time and space. 
A viable solution to forming effective coalitions involves 
applying dynamic coalition methods that consider both overall 
objectives and individual Agent strategies [13, 21, 27]. 

 

Figure 3. The initial state of the Multi-Agent System. 

In Figure 4 is presented diagram of the membrane 
computing model (P-Systems) of the Multi-Agent System -

Agent  1iA A , i ,M   for the initial condition of 

autonomous activity of the Agents. 

 

Figure 4. Venn Diagram for Multi-Agent System Membrane 
Computing Model for Initial Condition. 

Figure 5 shows the diagram of the calculation cell for 
modeling the Multi-Agent System based on membrane 
computing. 

  

Figure 5. Calculation cell diagram for modeling the Multi-
Agent System (MAS) based on membrane computing. 

Specifications of the compute cell used for the modeling 
of the Multi-Agent System based on membrane computing. 
This architecture is oriented to be implemented using Micro-
Controller ESP32 [22, 23], Genuino 101 [24] or Raspberry Pi 
[25, 26] devices: 

Input/Output port – ports for perceiving the environment, 
acting on the activity environment and communicating with 
other Agents (depending on the environment and sensor 
technology, the following may be recommended: analog 
ports; digital GPIO (General Purpose Input/Output), PWM 
(Pulse Width Modulation) ports; serial ports based on RS-
232/RS-485 protocols, UART (Universal Asynchronous 
Receiver-Transmitter), SPI (Serial Peripheral Interface),  I²C 
(Inter-Integrated Circuit); USB ports; Ethernet ports; wireless 
Wi-Fi (IEEE-802.11), Bluetooth, ZigBee, Lora WAN ports; 
or CAN (Controller Area Network) ports). ; 

iRI  - rules for controlling the process of data acquisition 

from the surrounding environment and forming coalitions 
with other Agents: 

 

     
 

  

, 1,..., , 1,..., :

min & 0

.

N
i i

i i
i i

j

j i

E X R i M j M

Q X
IF Q X

X

THEN A C A

     

             




, (3) 

where 

Environment

0
A1 A2 A3

A4 A5 AM
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X

THEN A C A

     

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, (4) 

 

where      
 

min 0i i
i i

j

Q X
Q X &

X

 
  
  

 and 

     
 

max 0i i
i i

j

Q X
Q X &

X

 
  
  

  is the condition of the 

Agent's membership jA  to belong to the coalition formed by 

Agent iA  where  j iA C A . 

 iRAM   - The storage of working data in memory 

for the Agent iA , where   1i j iA C A , j ,...,M     it 

is the set of data obtained from all Agents jA  which form the 

coalition for the Agent iA , including the state data of the 

Agent;  

iRP  - it is the set of rules that implement the strategy. 

i iS opt   and function i i if Y   for computing the 

output data and the state of the computing cell; 

iRO  - it is the set of rules that identify the set of data for 

output and communication with all the Agents forming the 

coalition  iC A . 

Membrane computing (P-systems) offers advantages in 
modeling computational architectures, ranging from 
functional logic circuits (such as registers, counters, adders, 
encoders, decoders, multiplexers, and demultiplexers) to 
multi-core microprocessor architectures and global computing 
networks (e.g., the Internet and Intranets) [5, 6, 25, 26, 30]. In 
this paper, the notion of an Agent is used to abstract and 
encapsulate specific functionalities into a functional logic 
entity enhanced with artificial intelligence. 

The mathematical expressions (3) and (4) define the 
dynamics of the Multi-Agent decision-making system 
architecture in relation to the objectives of each Agent. If an 
Agent’s actions accelerate the convergence of the objective 
function toward the optimal value, that Agent is included in 
the coalition. The inclusion of an Agent in the coalition 
ensures efficient organization of data exchange among Agents 
by applying the multicast data transfer method. 

The Multi-Agent Decision System is a reconfigurable 
distributed computing architecture characterized by the 
following advantages: dynamic scalability, fault tolerance and 
robustness, flexibility in involving Agents in solving complex 
problems, collective decision-making, and support for the 
implementation of distributed artificial intelligence. 

The specific areas of application for the Multi-Agent 
decision-making system with multiple coalitions, which 
provide the aforementioned advantages, include industrial and 
technological processes, smart agriculture, transport and 
logistics, smart cities, and the gaming industry. 

VI.  EXAMPLE OF COALITIONS FORMATION 
To validate the results, we will examine a Multi-Agent 

decision-making process applied in Smart Agriculture, with 
two contradictory objectives: 

a) Minimization of resources used in the production 
process: involving labor  - 1 1A ( X ) , water 

consumption - 2 2A ( X ) , and fertilizer expenses - 

3 3A ( X ) ; 

b) Maximization of total profit (Profit = Income - 
Expenses): involving a market specialist in the 
agricultural products production market - 4 4A ( X ) , 

energy expenditure - 5 5A ( X ) , and logistics 

expenses - 6 6A ( X ) .  

Based on the data we will define the Multi-Agent system 
A , where: 

  

 
 
 

 
 

1 2 3

4 5 6

1 6

1 1 1 2 3

4 4 4 5 6

6

min,

max

M ,

Q X , X , X

Q X , X , X ,
A

S S ,...,S ,

Y f X , X , X ,

Y f X , X , X .


 
   
 

 

, (5) 

In the process of the evolution of the topology of the 
membrane computing system, two coalitions were formed: 

   1 1 2 3C A A ,A ,A  and    4 4 5 6C A A ,A ,A  with two 

action variables upon the activity environment 1Y  and 4Y . 

Figure 6 shows the Venn diagram for the membrane 
computational model (P-Systems) of the Multi-Agent System 
defined by the mathematical model (5). 

 

 

Figure 6. Venn Diagram for a Multi-Agent System in a 
Membrane Computing Model Defined by Mathematical 

Equation (5). 

The coalitions formed by the Agent 1A  and 4A  ensure 

more efficient collaboration in order to solve the objectives 
defined by applying those strategies. 

VII. CONCLUSIONS 
This paper addresses one of the global challenges in the 

design of collaborative computing systems, focusing on 
Multi-Agent systems and models inspired by nature. The 
concept of nature-inspired computing, through its 
interdisciplinary approach, provides a solid framework for 
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developing innovative, efficient, and scalable algorithms and 
computational systems. This methodology offers solutions to 
complex problems that classical methods cannot solve, 
providing benefits such as robustness, adaptability, and 
distribution. 

The computing cell model, proposed here, is a central 
concept in the design of distributed systems inspired by 
biological processes. It integrates mechanisms for autonomy, 
collaboration, and communication, enabling the development 
of systems capable of handling complex tasks efficiently and 
robustly. By utilizing the principles of hierarchy, parallelism, 
and concurrency, membrane computing extends the 
applicability of biology-inspired models, facilitating 
distributed and parallel processing of information. This model 
is particularly suited for problems involving interactions 
across multiple levels of complexity. 

The integration of membrane computing models into 
Multi-Agent systems offers a systematic approach for 
dynamic coalition formation, agent coordination, and overall 
strategy optimization. This framework enables objectives to 
be achieved through collaboration and adaptability in 
complex, variable environments. To validate the ideas 
developed in the paper, we propose a mathematical model for 
the synthesis of multi-coalition Multi-Agent systems, 
demonstrating the potential of nature-inspired computation to 
provide efficient solutions to optimization problems through 
dynamic strategies for system configuration and 
reconfiguration. 

The research reveals that coalition building and the 
application of multi-agent systems based on membrane 
computing show significant promise for integrating these 
models into emerging fields such as artificial intelligence, 
distributed networks, and robotics. These research directions 
offer new opportunities for the design of complex, 
autonomous systems. 
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