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 ABSTRACT This article presents a deep learning framework applied for Acoustic Scene Classification (ASC), the 
task of classifying different environments from the sounds they produce. To successfully develop the framework, we 
firstly carry out a comprehensive analysis of spectrogram representation extracted from sound scene input, then propose 
the best multi-spectrogram combination for front-end feature extraction. In terms of back-end classification, we propose 
a novel joint learning model using a parallel architecture of Convolutional Neural Network (CNN) and Convolutional 
Recurrent Neural Network (C-RNN), which is able to learn efficiently both spatial features and temporal sequences of 
a spectrogram input. The experimental results have proved our proposed framework general and robust for ASC tasks 
by three main contributions. Firstly, the most effective spectrogram combination is indicated for specific datasets that 
none of publication previously analyzed. Secondly, our joint learning architecture of CNN and C-RNN achieves better 
performance compared with the CNN only which is proposed for the baseline in this paper. Finally, our framework 
achieves competitive performance compared with the state-of-the-art systems on various benchmark datasets of IEEE 
AASP Challenge on Detection and Classification of Acoustic Scenes and Events (DCASE) 2016 Task 1, 2017 Task 1, 
2018 Task 1A & 1B, and LITIS Rouen.  
 

 KEYWORDS Acoustic scene classification; Spectrogram; Convolutional neural network; Recurrent neural network; 
Joint learning architecture; Feature extraction. 
 

I. INTRODUCTION 
COUSTIC Scene Classification (ASC), which aims to 
identify a sound scene context, vitally contributes to a 

variety of real-life applications ranging from security [1], 
surveillance [2] and context-aware consumer services [3–5]. 
Although ASC research is very close to Automatic Speech 
Recognition (ASR) and Speaker Recognition System (SRS) 
due to exploring audio signals, ASC currently presents various 
and different challenges. Firstly, there is a wide range of 
acoustic events in real-world environments, and these occur in 
different ways. Some sound events constitute natural auditory 
scenes that presents an acoustic mixture signal. For instance, 
bird sounds and the sounds of leaves, grass, or trees blowing 
in the wind clearly indicate certain context like in a park or on 
a field. However, it is more difficult to handle some sound 
events that are not context specific such as engine, or talking. 
This kind of context causes a confusion for even human (only 

listening) to recognize exactly in a street, on a transportation 
such as car, bus, tube or in a station. Indeed, experimental 
results in [6] indicate that a proposed ASC system configured 
by Mel Frequency Cepstral Coefficients (MFCCs) – Hidden 
Markov Model (HMM) significantly outperformed human 
ability for recognizing everyday acoustic. Secondly, if sound 
events are considered as signal that mixed in diverse scenes as 
noise, there are different levels of signal-to-noise ratio (SNR) 
due to environmental conditions, distance of recording devices 
and so on. Moreover, these sounds exist across a wide range of 
frequency bands. Some occupy narrow frequency bands, while 
some spread over wide bands, and many sounds have frequency 
bands that overlap each other. Finally, natural sounds in ASC 
research do not follow any structure, unlike a speech signal.  

To deal with these challenges, the state-of-the-art systems 
tend to make use of multi-input features. In particular, systems 
approaching frame-based features make effort to combine 
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frequency and temporal features to maximize the chance of 
correct feature representation. For instance, MFCCs [7], one of 
most used frequency features, is combined with a wide range 
of temporal features such as loudness, average short time 
energy, sub-band energy, zero-crossing rate, spectral flux, or 
spectral centroid in [8–10]. Similarly, an effective combination 
of MFCCs with a variety of features such as perceptual linear 
prediction (PLP) coefficients, power normalized cepstral 
coefficients (PNCC), robust compressive gamma-chirp filter 
bank cepstral coefficients (RCGCC) or subspace projection 
cepstral coefficients (SPPCC) was proposed in [11] that helps 
to achieve the top-three system in DCASE 2016 challenge. As 
usual, ASC systems approaching frame-based feature 
representation use traditional machine learning models for 
back-end classification, such as Hidden Markov Model 
(HMM) [6], Support Vector Machine (SVM) [12], [13], and 
Gaussian Mixture Model (GMM) [14]. 

However, frame-based representation shows its limitation 
to fully capture information of sound signals compared to 
spectrogram representation [15], [16], [17]. Therefore, two-
dimensional spectrograms appear as a more effective way for 
low-level feature representation, and have been exploited by 
the state-of-the-art ASC systems. In particular, spectrograms 
such as short-term Fourier transform (STFT) [7], log-Mel [18], 
[19], MFCC [20], constant-Q transform (CQT) [21], and 
Gammatone spectrograms (GAM) [15], [22] are the most 
frequent low-level features used. To further investigate on this 
advantage, multi-spectrogram combinations are widely 
proposed. For instances, log-Mel is combined with a different 
type of spectrograms such as Mel-based nearest neighbor filter 
(NNF) spectrogram [23], [24], CQT [25], or two spectrograms 
such as MFCC and GAM in [15], [26]. However, no one 
analyzes and concludes which combination of spectrogram 
general and robust achieves high performance across a variety 
of benchmark datasets.  

To explore two-dimensional spectrogram representation, 
ASC systems usually deploy complicated classification 
models, mainly coming from deep learning techniques. For 
examples, Yang et al. [27] proposed a complicated CNN-based 
architecture called the Xception network. This is inspired by the 
fact that a deep learning network trained by a wide range of 
feature scales and over separated channels can result in a very 
powerful model. Besides, Truc et al. [23] applied a parallel 
CNNs to learn from two types of spectrogram (log-Mel and 
NNF). Next, the two outputs of the CNNs are concatenated to 
generate high-performed features that were thus explored by a 
DNN and achieved the highest accuracy rate in DCASE 2018 
Task 1B challenge. Approach Recurrent Neural Network 
(RNN) based architecture, Zang et al. [28–30] provided a deep 
analysis of the application of Long Short-Term Memory 
(LSTM) for ASC. Other examples prove effectiveness in 
exploiting RNN-based networks for ASC were published by 
Huy et al. [22], [31], [32]. However, rather than focus only on 
learning spatial feature by CNN-based networks or temporal 
information with sequence models as state-of-the-art methods 
performed in [23], [31], and [32], it is necessary to propose a 
novel joint learning model that can make the most of its 
advantages in learning effectively features in both spatial and 
temporal domains.  

With the analysis of the-state-of-the-art as well as some 
limitation ASC systems needed to be solved, we propose a 
robust framework that uses spectrogram representation for low-
level feature input and explore a joint learning model 

architecture for classification. In particular, we mainly 
contribute: 
 Although spectrogram-based ASC systems explore multi-

spectrogram input features to deal with ASC challenges, 
none of research has analyzed and indicated the most 
effective combination of spectrograms. In this paper, we, 
therefore, provide a comprehensive analysis on 
spectrograms by conducting experiments on five common 
types of spectrograms, comprising of Short-time Fourier 
Transform (STFT), log-Mel, Mel Frequency Cepstral 
Coefficient (MFCC), Constant Q Transform (CQT), and 
Gammatone filter (GAM). To this end, we firstly introduce 
a baseline C-DNN deep learning model, likely VGG-9 [33]. 
Consequently, we evaluate individual spectrograms on the 
baseline C-DNN network proposed, thus indicate the most 
effective combination of spectrograms via the late fusion of 
individual spectrogram. 

 Next, we improve the baseline C-DNN model by adding a 
parallel C-RNN architecture to efficiently learn the 
structure of temporal sequences of spectrograms. By using 
a parallel C-DNN and C-RNN network, we create a joint 
learning architecture that is very useful to deploy the two-
dimensional spectrogram input. 

 To evaluate ASC systems, researchers normally did 
experiments on one dataset [9], [11]. Some proposed to 
evaluate on two datasets [18], [34]. This may not conclude 
ASC systems proposed general or powerful. We, therefore, 
conduct extensive experiments, evaluating our proposed 
systems over five ASC datasets of DCASE 2016 Task 1, 
DCASE 2017 Task 1, DCASE 2018 Task 1A & 1B, and 
LITIS Rouen published recently. Competitive results 
obtained on various datasets showing different category 
number, recording time, and wide range of real-life 
environments strongly prove our proposed system general 
and robust. 

II. DATASET AND SETTING 
Our experiments are conducted over a variety of published 
ASC datasets, comprising of LITIS Rouen [35] and IEEE 
AASP Challenge on Detection and Classification of Acoustic 
Scenes and Events (DCASE) 2016 Task 1 [36], 2017 Task 1 
[20], 2018 Task 1A & 1B [37].  

LITIS Rouen dataset was recorded at a sample rate of 
22050 Hz with 3026 segments, each presents 30-s duration. 
This dataset contains totally 25.51 recording hours for 19 urban 
scene categories, showing unbalanced data. Following the 
mandated settings, the dataset is separated and organized for 
20-fold cross validation, reporting the final classification 
accuracy by averaging over the 20 testing folds. 

DCASE 2016 Task 1 and DCASE 2017 Task 1 similarly 
present 15 categories and were recorded at 44100 Hz. While 
each segment in DCASE 2016 is 30 s, 10-s duration is 
presented in DCASE 2017. Noticeably, DCASE 2017 reuses 
all DCASE 2016 and adds new data recorded. Due to the 
recommended setting, we train our proposed system on 
development set (Dev.) and evaluate on the evaluation set 
(Eva.). As regards DCASE 2018 Task 1A, it was recorded at 
44800 kHz, spanning 10 categories and using one recording 
device namely A. DCASE 2018 Task 1B reuses all data from 
DCASE 2018 Task 1A, and adds more data recorded by two 
different devices, namely B and C. Noticeably, the total 
recording time spent on device B and C is much less than 
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device A (denoted as DCASE 2018 Task 1A), reporting totally 
4 hours on B&C compared to 24 hours in device A. As a result, 
DCASE 2018 Task 1B dataset involves issues of mismatched 
recording devices and unbalanced data in terms of recording 
devices. Therefore, DCASE 2018 Task 1B challenge only 
compares systems’ results on device B&C with less recording 
time. As DCASE 2018 Task 1A and 1B have not released labels 
of evaluation set, we separate development set into two sub-
sets, namely Training and Test sets for training and testing 
processes respectively. While DCASE 2016 Task 1 and 
DCASE 2017 Task 1 are balanced, little unbalanced data is 
shown in DCASE 2018 Task 1A and 1B. 

Because this paper evaluates ASC datasets of LITIS Rouen 
and DCASE in years of 2016, 2017, and 2018, the evaluation 
metric used in this paper follows these challenges. In particular, 

if C is considered as the number of audio segments which are 
correctly predicted, and the total number of audio segments is 
T, the classification accuracy (Acc.%) mentioned in these 
challenges is: 

 

𝐴𝑐𝑐. (%) =  100
𝐶

𝑇
 

III. HIGH-LEVEL ARCHITECTURE AND BASELINE C-DNN 
NETWORK PROPOSED 
Our proposed deep learning framework applied for ASC, in 
general, is described in Fig. 1. As Fig. 1 shows, the framework 
is separated into low-level feature extraction (the upper part) 
and back-end classification (the lower part).  

 

 

Figure 1. High-level architecture of our ASC system. 

In particular, the draw audio from Channel 1 is firstly 
transformed into spectrogram representation, using 128 filter 
banks. The entire spectrogram is thus split into non-overlapped 
image patches of 128x128. To deal with unbalanced data issue, 
we apply two data augmentation techniques on the image 
patches. Firstly, we randomly oversample image patches, 
which belong to categories with less audio segments. Next, the 
mix-up data augmentation [38] is applied to generate new 
image patches. Let us consider two original image patches as 

1X , 2X  and expected labels as 1y , 2y , new image patches 

are generated as below equations: 
 

(1 )   mp1 1 2X X X  (1) 

(1 )   mp2 1 2X X X  (2) 

(1 )   mp1 1 2y y y  (3) 

(1 )   mp2 1 2y y y , (4) 

 
where   is random coefficient from both unit and beta 

distribution, mp1X , mp2X  and mp1y , mp2y  are  new image 

patches and new labels generated, respectively. Eventually, the 
mix-up patches are fed into a back-end classifier for 
classification. 

By using the high-level architecture mentioned above, we 
evaluate five individual spectrograms (STFT, log-Mel, MFCC, 
GAM, and CQT), thus indicating which kind of spectrograms 
and their combinations is the most influencing on our system’s 
performance. Besides, to inspire that each spectrogram 
contains discriminative and complementary features, we fuse 
the individual systems’ accuracy results, thus indicating which 
combination of spectrograms is effective to improve the 
performance. 

Note that we use the same setting with window size = 1290, 
hop size = 256, frequency minimum 𝑓  = 10 Hz, and filter 
bank number = 128 to generate same-size spectrograms.  

In order to evaluate individual and multiple spectrograms, 
we proposed a C-DNN network architecture, which is 
considered as the baseline back-end classification. As Fig. 2 
and Table 1 show, the baseline C-DNN architecture comprises 
of CNN and DNN parts in order. CNN part is described by six 
blocks, namely Vg-Cv, performed by Batch Normalization 
(BN), Convolution (Cv[kernel size]), Rectified Linear Unit 
(ReLU), Dropout (Dr(Percentage dropped)), Average Pooling 
(AP [kernel size]), Global Average Pooling (GAP) layers as 
showed in the top of Table 1. Meanwhile, DNN part in Fig. 2 
is configured by three blocks, namely Vg-Fl with Fully-connect 
(Fl), ReLU, Dropout (Dr(Percentage dropped)), and Softmax 
layers, as described in the bottom of Table 1. 
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Table 1. Network layers used in C-DNN architecture 

CNN 

Architecture 

Blocks Layers Output Shape 

Input  128x128x1 

Vg-Cv Block 01 BN – Cv [9 x 9] – ReLU – BN – AP [2 x 2] – Dr (10%) 64x64x32 

Vg-Cv Block 02 Cv [7 x 7] – ReLU – BN – AP [2 x 2] – Dr (15%) 32x32x64 
Vg-Cv Block 03 Cv [5 x 5] – ReLU – BN – Dr (20%) 32x32x128 
Vg-Cv Block 04 Cv [5 x 5] – ReLU – BN – AP [2 x 2] – Dr (20%) 16x16x128 
Vg-Cv Block 05 Cv [3 x 3] – ReLU – BN – Dr (25%) 16x16x256 
Vg-Cv Block 06 Cv [3 x 3] – ReLU – BN – GAP – Dr (25%) 256 

 

DNN 

Architecture 

Vg-Fl Block 01 Fl – ReLU – Dr (30%) 512 
Vg-Fl Block 02 Fl – ReLU – Dr (30%) 1024 

Vg-Fl Block 03 Fl – Softmax 10 

 

 

Figure 2. Block-level architecture of the baseline C-DNN network. 

 
It can be seen that CNN part helps to map input image 

patches to condensed and discriminative vectors, referred to as 
high-level features. Each high-level feature vector presents 256 
dimensions due to the number of kernels used in the final 
convolutional layer of Vg-Cv block 06. Next, DNN part 
explores the high-level features, thus classifies into 10 
categories (the category number in DCASE 2018 Task 1B 
dataset evaluated) and reports the classification accuracy. 

Eventually, we evaluate individual spectrogram and 
combinations of spectrograms by using the framework with C-
DNN baseline architecture over DCASE 2018 Task 1B. Next, 
we not only compare these performances of baseline 
architecture to this DCASE baseline but also indicate which 
kind of spectrograms and their combinations is the most 
influencing on our system’s performance as details in the next 
section 6.1.  

IV. AN ANALYSIS OF SPECTROGRAMS  

A. SPECTROGRAM REPRESENTATION AND THEIR 
COMBINATIONS PROPOSED 
To evaluate individual spectrograms and their combinations, 
formulas of spectrograms are firstly presented below: 

Short-Time Fourier Transform (STFT): The first STFT 
spectrogram evaluated applies Fourier  Transform to extract 
Frequency content of local section of input signal over short 
time duration. Let us consider s[n] as digital audio signal with 
length of N, a pixel value at central frequency f and time frame 
t of STFT spectrogram STFT[F, T] is computed as: 
 

           
1

2

0

[ , ] [ ] [ ]
N

j fn

n

f t n t e 






STFT s w , 
 
(5) 

 

where w[t] is a window function, typically Hamming, while 
time resolution (T) of STFT spectrogram is set by window size 
and hop size, the frequency resolution (F) equals to the number 
of central frequencies set to 2048. The frequency resolution, 
eventually, re-scales into 128 that is the same as other 
spectrograms. 

log-Mel: To generate log-Mel spectrogram, draw audio 
signal is firstly transformed into STFT spectrogram recently 
mentioned. Next, a Mel filter bank, which simulates the overall 
frequency selectivity of the human auditory system using the 
frequency warping 𝐹  = 2595log(1+F/700) [7], is applied to 
generate a Mel spectrogram MEL[𝐹 , T] (noting that 
frequency resolution (𝐹 )  is the Mel filter number set to 
128). Eventually, logarithmic scaling is applied to obtain the 
log-Mel spectrogram. Let us consider COE[𝐹 ,F] as matrix 
storing coefficients of Mel filters, log-Mel spectrogram likely 
a matrix is computed by: 
 

 [ , ]melF T log Mel  
 

               

( [ , ] [ , ])mellog F F F TCOE STFT  

 
(6) 

 
 

Mel Frequency Cepstral Coefficient (MFCC): From log-
Mel spectrogram, Discrete Cosine Transform (DCT) is used to 
extract a sequence of uncorrelated coefficients crossing 
frequency dimension, reducing log-Mel frequency resolution 
into smaller space. A pixel value 𝑫𝑪𝑻[𝑓 , 𝑡 ] of DCT 
matrix 𝑫𝑪𝑻[𝐹 , 𝑇 ], where 𝐹   and 𝑇  are frequency and 
time resolutions, is computed by: 
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(8) 

 
T and 𝐹  are time and frequency resolution of log-Mel 

spectrogram. 
Next, delta coefficients per time frame showing difference 

of DCT coefficients over time are computed, shown in 

Equation (9).  
  

[ , ]dctF t DELTA   

1
( [ , 1] [ , 1])

2 dct dctF t F t  DCT DCT  (9) 

 
Eventually, DELTA[𝐹 , 𝑇 ] is concatenated with DCT 

spectrogram DCT[𝐹 , 𝑇 ] across frequency dimension to 
generate MFCC spectrogram as expression 
MFCC[𝐹 , 𝑇 ] (note that MFCC frequency resolution 
(𝐹  ) doubles frequency resolution of DCT (𝐹  ) and 
equals to 128, and 𝑇  is set to equal to T resolution of log-Mel 
spectrogram). 

Constant Q transform (CQT): This spectrogram applies 
a bank of filters corresponding to tonal spacing, where each 
filter is equivalent to a subdivision of an octave, with central 
frequencies given by: 

  

 
1

(2 )     1 kb
k minf f for k K   , (10) 

 
where 𝑓   denotes the frequency of 𝑘  spectral component, 
𝑓  is minimum frequency set to 10 Hz, b is the number of 
filters per octave as 24, and K is frequency resolution of CQT, 
which is 128. As the name suggest, the Q value is the ratio of 
central frequency to bandwidth, is constant computed as: 
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1

2 1k k b

k k k
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Like STFT, CQT spectrogram is extracted using Fourier-
based transformation, described as Equation (12): 
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k

fs
N k Q

f
  

 
(13) 

 

 
2

[ , ] (1 )
( ) 1

n
k n cos

N k

   


w , 

 

 
(14) 

where, 𝑓  is sample rate of digital input signal s[n], w[k, n] is 
window function with  set to 0.54. To generate STFT, log-
Mel, MFCC, and CQT, we use a popular audio toolbox, namely 
Librosa [39]. 

Gammatone (GAM): Gammatone filters are designed to 
model the frequency-selective cochlea activation response of 
the human inner ear [40], in which filter output simulates the 
frequency response of the basilar membrane. The impulse 
response is given by: 
 

1 2( ) (2 )P ltg t t e cos ft     , (15) 

 
where t is time, P is the filter order,  is the phase of the carrier, 
l is filter bandwidth, and f is central frequency. The filter bank 
was then formulated as ERB scale [41] as follows: 
 

324.7(4.37.10 1)ERB f   (16) 

 
To quickly generate Gamma spectrogram, we apply a 

toolbox developed by Ellis et al. [42], namely Gammatone-like 
spectrogram. Firstly, audio signal is transformed into STFT 
spectra recently mentioned above. Next, gammatone weighting 
COE[𝐹 , F] is applied on STFT to obtain the Gamma 
spectrogram. 
 

                    [ , ]gamF T GAM   

          [ , ] [ , ]gamF F F TCOE STFT , (17) 

 
where 𝐹   resolution of GAM spectrogram is Gammatone 
filter number of 128. 

As spectrogram formulas described, we construct a 
spectrogram tree as shown in Fig. 3. Firstly, although both of 
CQT and STFT spectrograms are built on Fourier Transform 
theory, they extract different central frequencies. From the root 
tree, we therefore separate into two main branches of CQT and 
STFT. From the branch of STFT spectrogram, we continuously 
divide into log-Mel and GAM spectrograms due to applying 
different Mel and Gammatone filters, respectively. 
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Figure 3. Constructed spectrogram tree based on difference of 
central frequencies and auditory models applied. 

Eventually, MFCC is an extended branch from log-Mel due 
to extracting DCT and Delta from this spectrogram. It can be 
seen that five spectrograms proposed either extract different 
central frequencies or apply different auditory models. 
Therefore, each spectrogram may contain its own distinct and 
complimentary information. This inspires us to conduct 
experiments to indicate how individual spectrograms and their 
combinations affect an ASC system’s performance.  

Based on the tree shown in Fig. 3, we propose a variety of 
combinations as denoted in Table 2. In particular, two-
spectrogram combinations are inspired from two main 
branches from the root tree, each extracts specific central 
frequencies. Thus, we create groups of CQT+STFT, 
CQT+GAM, CQT+log-Mel, and CQT+MFCC.  

Table 2. Spectrogram combinations proposed. 

Group of Combinations of 

Two spectrograms 

CQT+STFT, 
CQT+GAM, 

CQT+log-Mel, 
CQT+MFCC, 

Three spectrograms 
CQT+GAM +log-Mel, 
CQT+GAM+MFCC, 

Four spectrograms 
CQT+GAM+STFT+MFCC, 

CQT+GAM+STFT+ 
log-Mel, 

Five spectrograms 
CQT +GAM+ 

STFT+MFCC+log-Mel 

 
There are two third-spectrogram groups of 

CQT+GAM+log-Mel and CQT+GAM+MFCC evaluated that 
inspires exploring different central frequencies between CQT 
& STFT branches and different auditory models used among 
MFCC, log-Mel, and GAM. Given that that applying auditory 
models on STFT may destroy discriminative features on this 
spectrogram and two spectrograms of MFCC, log-Mel may 
contain very similar features due to coming from same Mel 
filter banks, we propose two four-spectrogram combinations, 
which are CQT+GAM+STFT+MFCC and CQT+GAM+ 
STFT+log-Mel. Eventually, the combination of all five 
spectrograms is also evaluated. 

B. LATE FUSION STRATEGY TO EVALUATE 
SPECTROGRAM COMBINATIONS 
As the back-end classification works on smaller patches, the 
posterior probability of an entire spectrogram is computed by 
averaging of all patches’ posterior probabilities. Let us consider 
𝑃  = (𝑃  , 𝑃 , …, 𝑃 ) with C being the category number and 
the 𝑛  out of N patches fed into learning model, as the 

probability of a test sound instance, then the mean classification 

probability is denoted as p  = ( 1p , 2p ,…, cp ), where 

 

 
1

1
    1 

N
n

c c
n

p p for n N
N 

    (18) 

 
and the predicted label ŷ  for an individual spectrogram 

evaluated is determined using: 
 

 1 2ˆ ( , ,..., )Cy argmax p p p . (19) 

 
To evaluate the combinations of spectrograms, we proposed 

a late fusion scheme, namely Mean fusion. In particular, we 
conduct experiments over individual spectrograms, thus 

obtaining posterior probability of each spectrogram as Sp  = (

1Sp , 2Sp ,…, SCp ), where C is the category number and the 𝑠  

out of S spectrograms evaluated. Next, the posterior probability 
after late fusion 𝑝  = (𝑝 , 𝑝 , …,𝑝 ) is obtained from by: 
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Eventually, the predicted label ŷ  is determined by: 

 

 1 2ˆ ( , ,..., )Cy argmax p p p .  (21) 

C. HYPERPARAMETER SETTING AND DATASET USED 
TO EVALUATE SPECTROGRAMS 
In this work, we adopt Tensorflow framework to build deep 
leaning models with learning rate of 0.0001, a batch size of 50, 
epoch number of 100, and Adam method [43] for learning rate 
optimization. As using mix-up data augmentation, the labels 
are not one-hot format. Therefore, we use Kullback-Leibler 
(KL) divergence loss [44] instead of the standard cross-entropy 
loss as shown in Equation below: 
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  y
y

y
, 

 

 
(22) 

where ( )KLLoss   is KL-loss function,   describes the 

trainable parameters of the network trained, λ denotes the ℓ -
norm regularization coefficient experimentally set to 0.0001, N 

is the batch size, ny  and ˆ ny  are the ground-truth and the 

network recognized output, respectively. Note that we use only 
DCASE 2018 Task 1B dataset to analyze individual 
spectrograms and their combinations proposed. 
 

V. FURTHER IMPROVED BACK-END CLASSIFICATION 

A. JOINT LEARNING DEEP NEURAL NETWORK 
ARCHITECTURE PROPOSED 
To further enhance ASC system’s performance, we focus on 
exploring back-end classification in this section. Therefore, we 
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propose a joint learning model, as described in Fig. 4. As Fig. 4 
shows, we reuse the CNN part with six Vg-Cv blocks from the 
baseline C-DNN architecture. These Convolutional blocks help 
to capture spatial features from spectrogram input, thus 
transform image patches into condensed and discriminative 
vectors with 256 dimension. Additionally, we add a parallel C-
RNN architecture (the lower part of Fig. 4) that is used to 
capture structures of temporal sequences from spectrogram 
input. As Table 3 shows, the C-RNN proposed, input patches 
of 128x128 are fed into sub-blocks Cv, BN, ReLU, AP and Dr 
that are similar to those used in the CNN part. However, we 
adjust settings of these sub-blocks to allow the C-RNN network 
be able to learn time-sequential features. In particular, 

convolutional layers (Cv) with kernel size set to [4 x 1] are 
applied to learn the difference between     frequency banks in 
each temporal frame. Next, average pooling layers (AP [16 x 
1]) are used to scale the frequency dimension of the 
spectrogram but remain time resolution of 128. As a result, 
frequency dimension is scaled into 1, generating a sequence of 
128-temporal frames after four Re-Cv blocks. Each temporal 
frame is represented by a 256-dimensional vector. Next the 
temporal sequence is fed into bi-GRU layer in Re-Bi-GRU 
Block, which learns the temporal sequence structure from two 
directions. The output of Re-Bi-GRU Block is a matrix of 
128x256 with 128 temporal frames and 256 dimension each 
frame. 

 

Table 3. C-RNN network architecture. 

Blocks 
Layers Output Shape 

Input 128x128x1 

Re-Cv Block 01 BN – Cv [4 x 1] – ReLU – BN – AP [2 x 1] – Dr (10%) 64x128x32 

Re-Cv Block 02 Cv [4 x 1] – ReLU – BN – AP [2 x 1] – Dr (15%) 32x128x64 

Re-Cv Block 03 Cv [4 x 1] – ReLU – BN – AP [2 x 1] – Dr (20%) 16x128x128 

Re-Cv Block 04 Cv [4 x 1] – ReLU – BN – AP [16 x 1] – Dr (20%) 128x256 

Re-Bi-GRU Block Bi-GRU (64 hidden states, 30% dropout) 128x256 

Re-GlAv Block GAP 128 

 

 

Figure 4. Joint learning network architecture 

 

Next, a Global Average Pooling layer in Re-GlAv block is 
applied on each temporal frame to get average results, 
generating a 128-dimensional vector. Both output of C-RNN 
and CNN are thus concatenated, generate 384-dimensional 
vectors. Next, these vectors are fed into a DNN-02 architecture, 
as shown in Table 4, configured by Fl, ReLU, Dr, and Softmax 
layers for classification. Note that output layer number C 
depends on specific ASC task due to various datasets 
evaluated.  

Table 4. DNN-02 network architecture. 

Blocks 
Layers Output Shape 
Input 384 

Re-Fl Block 01 Fl – ReLU – Dr (30%) 2048 
Re-Fl Block 02 Fl – ReLU – Dr (30%) 1024 
Re-Fl Block 03 Fl – Softmax C 
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B. HYPERPARAMETER SETTING FOR THE FRAMEWORK 
PROPOSED 
The joint learning model proposed is built by Tensorflow 
framework and reused all hyper-parameter setting from C-
DNN network experiments. To evaluate the effect of 
spectrograms, we conduct experiments on the best spectrogram 
combinations indicated in Table 5. Additionally, we do further 
investigation of late fusion on accuracy. In particular, we 
compute more two fusion strategies, called Max and Prod 
fusions. Let us consider posterior probability of each 

spectrogram as Sp = ( 1Sp , 2Sp ,…, SCp ) described in 

Equation (18), where S is specific spectrogram and C is the 
number of category classified. Next, the posterior probability 
of combination with Prod strategy 𝒑𝒇 𝒑𝒓𝒐𝒅 = (𝒑𝟏, 𝒑𝟐, …,𝒑𝒄)  
is obtained by 

 

          
1

1
    1 

S

c sc
s

p p for s S
S 

   , 

 

(23) 

 
where S is the number of spectrograms combined.  

Table 5. Comparing individual spectrograms and their 
combinations with C-DNN architecture to DCASE 2018 

Task 1B baseline with best results (%) in bold. 

Spectrograms A B&C A&B&C 
DCASE baseline 58.9 45.6 52.2 
Single spectrogram  
MFCC 64.9 55.0 59.9 
STFT 59.8 42.7 51.3 
log-Mel 68.2 54.7 61.4 
CQT 58.4 47.8 53.1 
GAM 64.1 48.9 58.1 
Two spectrograms  
CQT+STFT 64.2 55.8 60.0 
CQT+GAM 70.9 53.3 62.1 
CQT+log-Mel 72.0 60.8 66.4 
CQT+MFCC 69.8 58.9 64.4 
Three spectrograms  
CQT+GAM+log-Mel 74.1 62.5 68.3 
CQT+GAM+MFCC 71.9 61.1 66.5 
Four spectrograms  
CQT+GAM+STFT+ 
log-Mel 

74.4 62.5 68.5 

CQT+GAM+STFT+MFCC 72.7 60.3 66.5 
All five spectrograms  
CQT+GAM+STFT+ 
MFCC +log-Mel 

73.7 62.8 68.2 

 

The posterior probability of combination with Max strategy 
𝒑𝒇 𝒎𝒂𝒙 = (𝒑𝟏, 𝒑𝟐, …,𝒑𝒄) is obtained by 

 

            1 2( , ,..., )c c c Scp max p p p . (24) 

 
Eventually, the predicted label ŷ  for either Max or Prod 

fusions is determined by Equation (21). As regards ASC 
datasets evaluated, we conduct extensive experiments on five 
different datasets, comprising of LITIS Rouen, DCASE 2016 
Task 1A, DCASE 2017 Task 1A, and DCASE 2018 Task 1A 
and 1B. Thus, we compare our best results to the state-of-the-
art systems. 

VI. EXPERIMENTS AND DISCUSSION 

A. PERFORMANCE COMPARISON OVER 
SPECTROGRAMS AND THEIR COMBINATIONS WITH C-
DNN BASELINE 
Initially, we equally evaluate all of five individual 
spectrograms with the baseline C-DNN architecture, thus 
showing category-wise performance comparison of device A 
and device B&C of DCASE 2018 Task 1B dataset. Due to the 
obtained results on device A in Fig. 5, log-Mel, GAM, and 
MFCC generally outperform STFT and CQT on most 
categories. As regards the average accuracy, log-Mel and GAM 
stand on the top, showing competitive results of 68.2% and 
67.2%, respectively. Meanwhile, STFT and CQT show very 
low average scores compared with log-Mel and GAM, 
indicating a gap performance of nearly 10%. Noticeably, CQT 
spectrogram showed great performance in sound scenes 
relating to transportation such as Bus, Metro and Street Traffic. 
Regarding performance on device B&C in Fig. 6, obtained 
results show similar with top scores of log-Mel, GAM, and 
MFCC. Again, CQT spectrogram still shows good accuracy 
rate in related-transformation categories such as Bus, Metro 
and Tram.  

 

Figure 5. Category-wise performance comparison among spectrograms on device A – DCASE 2018 Task 1B. 
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Figure 6. Category-wise performance comparison among spectrograms on device B&C – DCASE 2018 Task 1B. 

 
In general, category-wise performance comparison of 

device A and device B&C indicates that spectrograms extracted 
from auditory models such as GAM, log-Mel and  MFCC gain 
high performance. Comparison of these three spectrograms 
with the DCASE 2018 baseline as regards Task 1B challenge 
(only device B&C) shows that they outperform the DCASE 
2018 baseline over almost categories and achieve an 
improvement of 3.3%, 9.1%, and 9.4%, respectively in terms 
of the average result.  

Next, we conduct experiments on two-spectrogram 
combinations and present obtained results in Table 5. As Table 
5 shows, CQT+log-Mel achieves the greatest performance on 
both device A and B&C, improving by 4% and 6%, 
respectively compared to only log-Mel (the top score of 
individual spectrogram). Comparing CQT+log-Mel score to 
DCASE 2018 Task 1B baseline, it is shown a significant 
improvement of 13.1% and 15.2% over device A and B&C, 
respectively. 

As regards three-spectrogram combinations as shown in 
Table 5, two analyzed groups of CQT+GAM+MFCC and 
CQT+GAM +log-Mel show competitive results, reporting 
71.9%, 61.1% and 74.1%, 62.5% for device A and B&C, 
respectively. It indicates that log-Mel and MFCC may contain 
very similar features. 

The results on four-spectrogram combinations of 
CQT+GAM+STFT+log-Mel witness a minor increase of 
nearly 0.3% and 0.2% in terms of device A and overall, 
respectively, compared to CQT+GAM +log-Mel, thanks to the 
contribution of STFT. Meanwhile, adding STFT into 
CQT+GAM+MFCC only helps to improve the performance on 
device A a little, but makes a decrease of 0.8% on device B&C.  

As regards the result of all five spectrograms, it even has a 
downward trend in device A, leading to the decrease of 0.7 %, 
compared to the accuracy in the best four-spectrogram 
combination of CQT+GAM+ STFT+log-Mel. 

Eventually, we summarized all types of spectrogram 
combinations, and highlighted which achieved the best scores 
on all three devices A&B&C. As results show in Table 5, there 
is a gradual increase in the accuracy rate when combination of 
spectrograms applied.  

In particular, CQT+log-Mel achieves the best performance 
in two-spectrogram groups, with an increase of nearly 5% 
compared to the best single spectrogram log-Mel. By adding 

GAM into group of CQT+log-Mel, it helps to improve by 2% 
on average. However, a minor increase of 0.2% is observed in 
the performance of four-spectrogram combination 
CQT+GAM+STFT+log-Mel until there is no improvement 
from combination of all five spectrograms. It can be concluded 
that using multiple spectrograms is effective to improve the 
performance, thus far exceed the DCASE 2018 Task 1B 
baseline. 

B. PERFORMANCE COMPARISON OVER 
SPECTROGRAMS AND THEIR COMBINATIONS WITH 
JOINT LEARNING MODEL 
Due to the results obtained in Table 6, adding the C-RNN 
architecture into the baseline C-DNN network to create the 
joint learning model helps to improve the performance over 
both device A and B&C. Especially, the accuracy rate increases 
when more spectrograms are combined. As regards late fusion 
methods suggested, Prod and Mean are very competitive and 
outperform Max fusion scheme in both the baseline C-DNN 
and joint learning model proposed. Noticeably, joint learning 
models with Prod fusion achieve the best scores for all kinds 
of spectrogram combinations in terms of B&C performance.  

Table 6. Performance comparison (Device A/ B&C %) on 
DCASE 2018 Task 1B dataset with the highest scores in 

bold. 

Architecture Joint Learning Model 
 Mean Prod Max 
CQT+log-Mel 72.4/62.2 72.1/64.7 70.9/60.3 
CQT+GAM +log-
Mel 

74.9/65.0 74.5/66.4 73.4/61.9 

CQT+GAM+STFT 
+log-Mel 

76.2/64.4 76.5/66.7 73.6/60.6 

CQT+GAM+STFT+ 
MFCC +log-Mel 

76.0/65.3 76.4/67.5 74.0/64.7 

Architecture C-DNN 
CQT+log-Mel 72.0/60.8 73.0/62.2 70.1/59.2 
CQT+GAM +log-
Mel 

74.1/62.5 74.7/63.3 72.3/59.2 

CQT+GAM+STFT 
+log-Mel  

74.4/62.5 74.9/60.6 71.5/58.3 

CQT+GAM+STFT+ 
MFCC +log-Mel 

73.7/62.8 74.6/61.9 71.5/58.1 

 
Comparing to DCASE 2018 Task 1B baseline, joint 

learning models proposed outperform DCASE baseline on both 
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device A and B&C, in particular, the best score of 67.5% over 
devices B&C, which is obtained from combination of all 
spectrograms CQT +GAM+STFT+log-Mel+MFCC. This 
performance is significantly higher than the DCASE baseline 
by 22%, compared to the lower improved rate of 16% from C-
DNN baseline network. It indicates that the strategy of multi-
spectrogram input and joint learning model successfully solve 
the problem of mismatched devices raised in DCASE 2018 
Task 1B challenge1. 

C. PERFORMANCE COMPARISON TO THE-STATE-OF-
THE-ART SYSTEMS 
We continue to evaluate our best proposed systems on various 
datasets, thus make a comparison to the state-of-the-art at time 
of writing. As it is shown in detail in Table 7, we achieve the 
highest accuracy of 99.1% in LITIS Roune dataset. Our 

performance in DCASE 2016 is 89.2%, which lies in second 
position on this challenge table, and is ranked as one of the top-
three of the state-of-the art systems. However, in DCASE 2017, 
we are out of top-ten performance in this challenge, with the 
figure of 67.3%. As regards DCASE 2018 Task 1A dataset, the 
accuracy of 77.8% obtained ranks in top four and exceeds all 
state-of-the art systems. Next, we again show our robustness in 
terms of dealing with mismatched devices issue in DCASE 
2018 Task 1B. For instance, we achieve 67.5% in accuracy rate, 
outperforming systems in state-of-the-art papers and it is very 
competitive to the top one score in terms of DCASE challenge. 
It should be noted that there are inconsistencies between the 
reported results in the DCASE 2018 technical reports and those 
published in DCASE 2018 challenge website2. The accuracy 
results shown in Table 7, therefore, are collected from the 
original sources of technical reports. 

 

Table 7. Comparison of state-of-the-art systems with best performance in bold (Upper part: top-ten DCASE challenges; 
Middle part: State-of-the-art papers; Low part: Our proposed systems using Prod late fusion strategy). 

D. 2018 Task 1B 
(Dev. set) 

Acc. 
(%) 

D. 2018 Task 1A 
(Dev. set) 

Acc. 
(%) 

D. 2017 Task 1 
(Eva. set) 

Acc. 
(%) 

D. 2016 Task 1 
(Eva. set) 

Acc. 
(%) 

LITIS Roune 
(20-fold Ave.) 

Acc. 
(%) 

Baseline [37] 45.6 Baseline [37] 59.7 Baseline [36] 74.8 Baseline [45] 77.2   
Li [34] 51.7 Li [46] 72.9 Zhao [47] 70.0 Wei [48] 84.1 Bisot [49] 93.4 
Tchorz [50] 53.9 Jung [51] 73.5 Jung [51] 70.6 Bae [52] 84.1 Ye [53] 96.0 
Kong [54] 57.5 Wang [55] 73.6 Karol [56] 70.6 Kim [57] 85.4 Huy [24] 96.4 
Wang [58] 57.5 Christian [59] 74.7 Ivan [60] 71.7 Takahasi [61] 85.6 Yin [62] 96.4 
Waldekar [63] 57.8 Zhang [64] 75.3 Park [65] 72.6 Elizalde [66] 85.9 Huy [19] 96.6 
Zhao [15] 63.3 Li [34] 76.1 Lehner [67] 73.8 Valenti [68] 86.2 Ye [69] 97.1 
Truc [21] 63.6 Dang [70] 76.7 Hyder [71] 74.1 Marchi [9] 86.4 Huy [32] 97.8 
  Octave [72] 78.4 Zhengh [73] 77.7 Park [11] 87.2 Zhang [30] 97.9 
  Yang [27] 79.8 Han [74] 80.4 Bisot [75] 87.7 Zhang [28] 98.1 
  Golubkov [76] 80.1 Mun [77] 83.3 Hamid [78] 89.7 Huy [31] 98.7 
 
Zhao [15] 63.3 Bai [79] 66.1 Zhao [80] 64.0 Mun [81] 86.3   
Truc [22] 64.7 Gao [82] 69.6 Yang [83] 69.3 Li [84] 88.1   
Truc [85] 66.1 Zhao [15] 72.6 Waldekar [63] 69.9 Hyder [86] 88.5   
Yang [87] 67.8 Phaye [16] 74.1 Wu [88] 75.4 Song [89] 89.5   
  Heo [90] 77.4 Chen [91] 77.1 Yin [62] 91.0   
 
log-Mel 58.6 log-Mel 68.0 log-Mel 60.3 log-Mel 80.7 log-Mel 97.9 
log-Mel+CQT 64.7 log-Mel+CQT 70.4 log-Mel+CQT 65.8 log-Mel+CQT 89.2 log-Mel+CQT 99.0 
CQT+GAM + 
log-Mel 

66.4 CQT+GAM + 
log-Mel 

73.8 CQT+GAM + 
log-Mel 

67.3 CQT+GAM + 
log-Mel 

88.9 CQT+GAM + 
log-Mel 

99.0 

CQT+GAM+ 
STFT+log-Mel 

66.7 CQT+GAM+ 
STFT+log-Mel 

77.3 CQT+GAM+ 
STFT+log-Mel 

66.7 CQT+GAM+ 
STFT+log-Mel 

88.7 CQT+GAM+ 
STFT+log-Mel 

99.1 

CQT+GAM+ 
STFT+log-Mel 
+MFCC 

67.5 CQT+GAM+ 
STFT+log-Mel 
+MFCC 

77.8 CQT+GAM+S
TFT+log-
Mel+MFCC 

67.0 CQT+GAM+ST
FT+log-
Mel+MFCC 

88.2 CQT+GAM+S
TFT+log-
Mel+MFCC 

99.1 

 

VII. CONCLUSION 
This paper has presented a robust framework applying for ASC 
task. In front-end feature extraction, the idea of providing a 
comprehensive analysis of low-level spectrogram 
representation from draw audio signals enables to figure out the 
effective types of individual spectrograms and their 
combinations. As regards back-end classification, our novel 
joint learning network based on parallel convolutional 
recurrent architecture has facilitated learning both spatial and 
temporal structural features of spectrograms. By approaching 
multi-spectrogram input and the joint learning network, we 
achieve very competitive results compared to the state-of-the-
art systems on various ASC datasets of LITIS Rouen and 

 
1 http://dcase.community/challenge2018/ 

 

DCASE challenges in three consecutive years 2016, 2017 and 
2018, thus prove a general and robust framework for ASC 
tasks. 
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