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 ABSTRACT The majority of the current research on sentiment analysis, which covers topics like political 
reviews, movie reviews, and product reviews, has developed quickly. The classification and clustering stage of 
sentiment analysis research involves a number of subjects. Some of them cover text classification comparison 
research and algorithm performance optimization. An intricate issue in sentiment analysis research is dealing with 
unstructured or semi-structured data. The sentiment analysis procedure and improving the efficacy of the 
classifier’s algorithm are both hampered by unstructured data. In order to manage unstructured data successfully 
and provide accurate and relevant information, unique strategies are required. The proposed classification model 
performance evaluation using Support Vector Machine, Naive Bayes, K-Nearest Neighbor, and Decision Tree is 
specifically covered in this paper. According to the study’s findings, SVM has an accuracy rate of 96% and Naive 
Bayes is 86%. While the decision tree’s gain accuracy is 78 percent and the kNN classification model’s gain 
accuracy is 78 percent, respectively. The test results demonstrate that SVM is superior to other classification 
models in terms of accuracy performance. 
 

 KEYWORDS Decision Tree; K-Nearest Neighbor; Support Vector Machine; Naive Bayes; Sentiment Analysis; 
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I. INTRODUCTION 
ECENT years have seen a significant expansion of 
sentiment analysis research, the majority of which 
discusses reviews of attitudes towards products, movies, 

politics, etc. [1]. The classification and clustering stage of 
sentiment analysis research involves a number of subjects. 
Some of them deal with text classification comparing studies 
and algorithm performance enhancement, both of which have 
recently drawn a lot of interest [2]. Artificial intelligence (AI), 
when used to solve problems, helps produce practical answers 
since it imitates human thought and behavior. Artificial 
intelligence (AI) in the natural language processing (NLP) 
domain is very related to solving sentiment analysis problems 
in movie reviews. In general, AI covers several scientific fields 
such as machine learning, natural language processing (NLP), 
text and speech synthesis, and text and speech synthesis [3]. 

Sentiment analysis is a method of natural language processing 
(NLP) that identifies and extracts subjective data to detect 
views, attitudes, and feelings about a review[4]. A film review 
is a piece of writing that expresses someone’s thoughts on a 
certain movie and might elicit good or negative responses. Its 
purpose is to assist readers comprehend the general message of 
the movie so they can decide whether to watch it or not. 
Depending on the review, this may contribute to a movie’s 
success or failure. Even movie makers can learn the reputation 
of each movie they release, learning whether a movie has a 
good or negative reputation through audience reviews [5]. An 
intricate issue in sentiment analysis research is dealing with 
unstructured or semi-structured data. It is difficult to manage 
the unstructured data since it presents a difficulty throughout 
the sentiment analysis process. In order to handle unstructured 
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data properly and produce correct information, unique 
strategies are required. Product reviews, particularly online 
film reviews, are sometimes disorganized and exceedingly 
challenging to understand. They typically can be found on a 
variety of commercial websites like Amazon, review websites 
like www.dpreview.com, www.imdb.com, www.cnet.com, 
www.zdnet.com, opinion sites like 
www.consumerreview.com, www.epinions.com and 
www.bizrate.com, as well as news or magazine feature reviews 
on www.rollingstone.com. The format of review opinions is 
typically unstructured [6]. Additionally, improving accuracy is 
frequently a top priority for text mining researchers, 
particularly in text classification. In order to increase accuracy, 
R. Maulana et al. modified the classification algorithm and 
proposed the Information Gain (IG) feature approach [7]. The 
same was covered by K. Lee et al. as well, which increased the 
reliability of predicting movie success. To achieve the best 
results for the categorization of film reviews, it is required to 
build a classification model based on these issues. 

The researcher suggests a classification model text for film 
reviews in Indonesian utilizing machine learning and a variety 
of classification techniques, including Support Vector 
Machine, Naive Bayes, Decision Tree, and k-Nearest 
Neighbors. The classification algorithm is renowned for being 
a successful text classification technique [8]. We reevaluate the 
performance of the proposed classification model as we apply 
the classification algorithm. The goal is to determine which 
classification models can handle the polarity classification of 
the analysis of movie review with the greatest accuracy. 

II. LITERATURE REVIEW 
The evaluation of algorithm performance is covered in a 
number of research pertaining to sentiment analysis, and 
certain literature reviews also enhance classifier performance, 
e.g., A.I. Kadhim [10], V. B. Vaghela, B. M. Jadav [11], M. 
Karim et al. [12], Miharja, R.S. et al [13], Jagdale et al. [14]. 

With regars to A.I. Kadhim’s research, surveys should be 
conducted, and several learning methods like Bayes classifier 
(NB), Support vector machine (SVM), and k-Nearest 
Neighbors should be discussed (kNN). In this study a machine 
learning strategy was used to assess the effects of each 
technique applied to categorization of the text [9]. V. B. 
Vaghela, B. M. Jadav examined numerous classification 
methods to find the strategy that yields the most accurate 
classification. Using numerous classification algorithm 
techniques, including Support Vector Machine (SVM), Naive 
Bayes (NB), and Maximum Entropy, this study updates the 
classification of sentiment analysis (ME). This study key 
contribution is to provide an overview of feature selection and 
classification techniques that can produce outcomes with 
higher levels of accuracy [10]. For the classification of film 
review sentiments, M. Karim et al. discussed the classification 
of opinion text-based review sentiments and categorized them 
as positive or negative reviews using a variety of approaches to 
classification algorithms, such as Naive Bayes and Support 

Vector Machine, Semantic Orientation, and SentiWordNet. 
The contribution of this research is presenting the performance 
evaluation findings of the three algorithms utilized for 
categorizing movie reviews and presenting adjectives and 
adverbs, as well as incorporating a new modified 
SentiWordNet Approach scheme [11]. While Miharja et al. 
used a machine learning strategy to compare the classification 
algorithm for hotel reviews, this study suggests comparing the 
accuracy results of the k-NN (k-Nearest Neighbor) and NB 
(Naive Bayes) algorithms in the dataset in the form of hotel text 
reviews. The best accuracy for naïve Bayes (NB) in this sample 
was 85.25 percent with an AUC of 0.658. Business people 
might use the findings of the study as a guide when deciding 
on their business plans [12]. RS: Jagdale et al. suggested 
classification techniques such Naive Bayes, Support Vector 
Machine, and Decision Tree to assess the sentiment of the 
review using the supervised learning model Decision Tree. We 
applied the 10-Fold Cross Validation approach to get the best 
categorization of the proposed model. According to this study, 
when the Support Vector Machine model was validated using 
10-Fold Cross Validation, it had the best accuracy of 81.75 
percent. This success demonstrates that SVM is the best model 
out of the three that were suggested [13]. 

III. PROPOSED METHOD 
Aspect-based or object-based extraction, subjective analysis, 
sentiment classification, and opinion extraction are just a few 
of the quite sophisticated procedures that make up the text 
mining methodology as a whole. From filtered film review 
document data, subject-based research assesses the polarity 
classification of positive sentiment or negative sentiment [14]. 
In order to categorize sentiment film reviews, this study uses a 
machine learning model based on supervised learning. We 
suggest Support Vector Machine (SVM), Naive Bayes (NB), 
Decision Tree (DT), and k-Nearest Neighbors as categorization 
models (kNN). The four methods are well-known for handling 
text classification models quite effectively and are quite 
popular. 

 

Figure 1. Proposed Method 

The framework of the proposed research method consists of 
five (5) processes that must be completed, including the dataset 
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entry stage, preprocessing, feature extraction, classification 
using a machine learning approach by implementing the four 
classification models shown in Fig. 1, and the proposed model 
evaluation stage. The normalization of the dataset into vector 
format, which will be used as the input for the classification 
method, and which is composed of case folding, tokenization, 
stopword removal, and stemming, is a component of the 
preprocessing stage. Two (2) data sets, namely training data 
and testing data, can be separated and partitioned for feature 
extraction by employing TF-IDF to generate features from film 
review data. Then, employing each algorithm Support Vector 
Machine, Naive Bayes, K-Nearest Neighbor, and Decision 
Tree the categorization is carried out. We obtain 90% training 
data and 10% test data using 10-fold cross validation. In order 
to gauge the effectiveness of the algorithm, classification is 
performed and assessed using the confusion matrix technique. 

A.  DATASET COLLECTION 
The dataset used in this study for movie reviews was compiled 
from the work of Y. Nurdiansyah et al. [15]. This dataset 
consists of information from Indonesian movie reviews. There 
are two separate datasets totaling 500 data records: a positive 
dataset with 250 documents and a negative dataset with 250 
records. Using datasets labeled with positive and negative 
classifications, this dataset is used to test the effectiveness of 
the Support Vector Machine classification algorithm. It is 
divided into two types: training data and film review test data. 
We have built a sentiment analysis model using 90% of the 
training dataset and 10% of the test dataset. Table 1 displays an 
illustration of the dataset we made use of. 

Table 1. Dataset of film reviews in Indonesian 

Doc. ID Movie Review Sentiment 

D1 Nothing as unique or strange as the title 
might imply only another heartbreaking 
melodrama….. 

Negative 

D2 What happened over the past 20 minutes 
is inexcusable in my eyes. Yes, it was a 
truly outrageous joke…. 

Negative 

D3 Shimizu mulai unjuk gigi Ia membawa 
teror horor ala asia khususnya Jhorror ke 
dalam kabin pesawat komersial 
Amerika…. 

Positive 

…. ………………. …………
……. 

D499 Shimizu begins to brag. He infiltrates the 
cabin of an American commercial aircraft 
with Asian-style horror dread, especially 
Jhorror…… 

Negative 

D500 The spectator is only given uninteresting 
and tiresome situations, many of which 
appear excessive, for almost the first 
thirty minutes….. 

Negative 

B.  TEXT PREPROCESSING 

To enhance classifier performance, preprocessing is crucial. 
We use a number of preprocessing techniques at this point to 
remove noise from the data. Case folding, which standardizes 
letters, is a data preprocessing method used in natural language 
processing [16]. Text data can be divided into many tokens via 
tokenization. The spacing, spelling, and other aspects of the 
text are distinctive. In order to decrease textual input and 
enhance the performance of the classification algorithm, 
stopword elimination is particularly crucial in sentiment 
analysis when examining words for conjunctions, prepositions, 
pronouns, and unrelated words [17]. And stemming is used to 
change terms into primary words. Additionally, stemming is 
employed to convert terms into their basic word forms or get 
rid of affixes like me-, -kan, -ter, -nya, etc. Stemming aids in 
normalizing the data, making it a necessary word to streamline 
the subsequent process [18]. 

C.  FEATURE EXTRACTION 
The TF-IDF weighting method transforms data that has 
successfully completed the preprocessing stage into a numeric 
form. Inverse frequency term of documents. The weights 
between words that frequently appear can be balanced with the 
use of the TF-IDF. The relevance of a term in a document is 
therefore shown by the TF-IDF value [19]. By assigning a 
weight to each phrase in the document, TF-IDF calculates how 
closely related the terms are to one another. The frequency of a 
word occurring in a document and the reverse frequency of the 
document containing the expression are combined in the TF-
IDF. To start, be aware that the TF value with each word’s 
weight is 1 [20]. In the interim, the IDF value can be 
represented as: 
 

                           𝑇𝐹 − 𝐼𝐷𝐹௜௝ =  𝑡𝑓௜௝ ∗  log (
ே

ௗ௙೔ାଵ
).            (1) 

 
Each word in the corpus is counted by IDF based on the 

total number of documents and the frequency of each 
individual document (i.e., the word with the value). The TF-
IDF approach is employed to hasten the term calculating 
procedure. In addition to expediting term calculations, TF-IDF 
has reliable results and can carry out effective weighing. The 
words in the paper that translate to numbers are the features. 
Textual input is translated to numeric using a count vectorizer 
approach. The count vectorizer is a matrix where each row 
stands in for a word and each column for a feature. When 
choosing training sets and analyzing text categorization, this 
matrix can be input for classification algorithms and validation 
approaches [19].  

D.  SENTIMENT CLASSIFICATION APROACH 
At this point, we use the Support Vector Machine, Naive 
Bayes, K-Nearest Neighbor, and Decision Tree classification 
method approaches. In order to assess the effectiveness of the 
suggested classification model, the classifier seeks to ascertain 
the level of sentiment obtained, namely positive and negative. 
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An efficient machine learning technique for the study of 
text classification is naive Bayes. If the total number of 
documents falls into category k, then applying each document 
to class c = arg max c is one method of text classification. The 
Bayes rule can be used to determine the likelihood that a 
document is in the class. 

 𝑃 (𝑐|𝑑)  =
௣(௖) ௉ (ௗ/௖)

௣ (ௗ)
,   (2)  

 𝐶ெ஺௉ = arg max 𝑃(𝑑|𝑐)𝑃(𝑐),  (3) 

 = arg max 𝑃(𝑥ଵ, 𝑥ଶ … , 𝑥௡|𝑐)𝑝(𝑐), (4) 

 
Where, 𝑃 (𝑑) does not play a role in choosing c to estimate the 
term 𝑃 (𝑐|𝑑). Naive Bayes outlines assuming 𝑓௜ In the 
document occurs independently given class d. Then the 
equation becomes: 

 

𝑃 (𝑐|𝑑) =  
௉(௖) (∏ ௉೘

೔సభ (௙೔ | ௖)௡೔ (ௗ))

௉ (ௗ)
. (5) 

 
The training method consists of estimating the relative 

frequencies of 𝑃 (𝑐) and 𝑃 (𝑓௜  | 𝑐) using add-one 
smoothing [22, 23]. 

K-Nearest Neighbor is a classification technique that 
chooses a number of labeled training instances that are the 

closest to each other. This approach is effective and can even 
manage categorization for documents with several categories. 
Simply put, when given a lot of training samples, the KNN 
method takes longer to identify objects [24]. The class with the 
most complimentary memberships is classified by KNN. 
Objects are categorized by a majority vote of their neighbors, 
with the k closest neighbors’ most prevalent class being 
assigned to each object [25]. An algorithm known as a decision 
tree can create a detailed training model for true-false questions 
in a tree form, such as a flowchart [26]. Each internal node of 
the decision tree, which is a classification method, represents a 
test on an attribute. Each leaf node represents a prediction class, 
and each branch represents a result test [9]. By processing 
requests, starting at the root and continuing until it reaches a 
certain leaf that represents the document classification 
objectives, the decision tree may categorize documents [27]. 

IV. RESULTS AND ANALYSIS 

A.  PERFORMANCE EVALUATION ANALYSIS 
Combinations of algorithms are available for text 

classification through text mining. In order to understand how 
classification algorithms, feature extraction, and other 
algorithms were applied in earlier studies, we did a comparison 
study with various different types of algorithms. A comparison 
of the findings from earlier investigations is shown in Table 2. 

Table 2. Research Performance Evaluation Comparison 

No 
Author name & title Dataset Feature Performance 

measure 
Algorithm Accuracy 

1 
A. I. Kadhim. Survey on supervised 
machine learning techniques for 
automatic text classification [10]. 

Movie review dataset 
V2.0 and Movie 
review dataset V1.0 

TF-IDF Recall, 
Precision, 
Accuracy 

NB 70.9% 

kNN 70.5% 

K* 69.4% 

SVM 76% 

DT-J48 69.9% 

2 V. B. Vaghela, B. M. Jadav. Analysis 
of Various Sentiment Classification 
Techniques, [11]. 

Movie Review 
Count Vector,  
TF-IDF, 
Information Gain, 
Mutual information, 
Chi-square 

Recall, Precision, 
Accuracy 

SVM 82.9 % 

Naïve Bayes 81 % 

Maximum 
Entropy 

81.5% 

3 
M. Karim et al. Sentiment Analysis 
of Textual Reviews [12]. 

Movie Review 
TF-IDF 

 

Accuracy, 
precision,  
Recall, 
F-measure. 

Naive Bayes 89.4% 

SVM 83.3% 

4 
Miharja, et al. Comparison Of 
Machine Learning Classification 
Algorithm On Hotel Review 
Sentiment Analysis [13]. 

Hotel Review - Accuracy, AUC 
 Naive Bayes 85.25% 

kNN 60.50% 

5 
Jagdale et al. Sentiment Analysis of 
Customer Product Reviews Using 
Machine Learning [14]. 

E-commerce Giant 
Amazon.com. 

- Accuracy. Naïve Bayes 66.95% 

SVM 81.77% 

Decision Tree 74.75% 
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Figure 2. Performance Evaluation Comparison Algorithm. 

 
The performance of the classification algorithm is 

compared to other classification models put out in earlier 

works, as did A.I. Kadhim, in Table 2 and Fig. 2. They 

contrasted the Naive Bayes (NB), kNN, K*, SVM, and DT-J48 

classification methods. His research findings indicated that the 

SVM algorithm had the best accuracy of 76% [9]. SVM, Naive 

Bayes (NB), and Maximum Entropy classification models were 

all evaluated by V. B. Vaghela, B. M. Jadav. The findings 

revealed that SVM had the highest accuracy, at 82.9% [10]. A 

Naive Bayes (NB) classification model, SVM, was proposed 

by M. Karim et al. The test results indicated that the best 

accuracy was 89.4% [11]. Naive Bayes (NB) and K-Nearest 

Neighbor were proposed by Miharja et al. to compare the 

classification algorithms using the Hotel Review dataset 

(kNN). The results of these experiments demonstrated an 

accuracy of 60.50 percent with kNN and 85.25 percent with 

Naive Bayes [12]. Jagdale et al. compared the classification 

algorithms Naive Bayes (NB), SVM, and Decision Tree in their 

discussion of the same topic (DT). The support vector machine 

(SVM) algorithm test yielded the best accuracy results, with a 

score of 81.77 percent [13].  

We carried out experiments to test and assess the 

performance models of the classifiers that we have presented, 

based on the findings of the analysis of the performance of the 

classification algorithms proposed in prior works. The Support 

Vector Machine (SVM), Naive Bayes (NB), K-Nearest 

Neighbor (kNN), and Decision Tree are the four (four) machine 

learning models we utilized, as shown in Fig. 1. (DT). To 

categorize the sentiment of movie reviews into positive and 

unfavorable viewpoints, we train a machine learning model. 

B.  EXPERIMENT AND RESULTS USING 10-FOLD 

CROSS VALIDATION 

At this point, we apply 10-Fold Cross Validation to the TF-IDF 

weighted extracted feature set for the complete film review 

document data set to assess the efficacy of the classification 

algorithm. This analysis tries to identify the algorithm optimal 

performance for categorizing positive and negative feelings 

from movie reviews. Table 3 displays the trial outcomes 

utilizing the four (4) classifier model techniques. 

Table 3. Performance Comparison using 10-Fold Cross 

Validation 

 

10-Fold 

Cross 

Validation 

Classification Algorithm 
Support 

Vector 

Machine 

(SVM) 

Naïve 

Bayes (NB) 
K-Nearest 

Neighbor 

(kNN) 

Decision 

Tree (DT) 

1 93,3% 95,5% 62,2% 77,7% 
2 88,8% 88,8% 60,% 77,7% 
3 86,6% 84,4% 68,8% 80% 
4 86,6% 91,1% 64,4% 73,3% 
5 91,1% 91,1% 66,6% 75,5% 
6 88,8% 88,8% 68,8% 71,1% 
7 86,6% 84,4% 64,4% 73,3% 
8 88,8% 95,5% 75,5% 80% 
9 91,1% 95,5% 68,8% 75,5% 

10 91,1% 91,1% 73,3% 84,4% 

Average 89,28% 90,62% 67,28% 76,85% 

 

 

Figure 3. Cross Validation Performance Comparison 

In accordance with Table 3 and Fig. 3 SVM scores 89.28 

percent on average, Naive Bayes scores 90.62 percent, kNN 

scores 67.28 percent, and the decision tree scores 76.85 percent 

in the test utilizing 10-Fold Cross Validation. Naive Bayes 

produces a high-performance value when compared to other 

classification models, according to the average value produced 

from this classification algorithm performance. We use the 

Confusion Matrix Method to gauge how well the suggested 



 S. Sutraivan et al. / International Journal of Computing, 22(1) 2023, 7-14 

12 VOLUME 22(1), 2023 

categorization model performs. The number of each data point 

in a specific class is shown in the matrix in each column. The 

number of each piece of information in the prediction class is 

represented by a row. 

 

Table 4. Confusion Matrix 

Class  Positive  Negative 

Positive  

Negative 

TP (True Positive) 

FN (False Negative) 

FP (False Positive) 

TN (True Negative) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
்௉

்௉ ା ி௉
,                   (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்௉

்௉ ା ிே
,            (7) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
௉௥௘௖௜௦௜௢௡ ∗ ோ௘௖௔௟௟

௉௥௘௖௜௦௜௢௡ ା ோ௘௖௔௟௟
,  (8) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்௉ ା ்ே

்௉ ା ்ே ା ி௉ ା ிே
.  (9) 

 

Accuracy, precision, recall, and F1-score are some 

examples of performance classifications that may be calculated 

very effectively using the confusion matrix approach. The 

accuracy value used to gauge classification performance based 

on the confusion matrix can be validated by prediction results 

[28]. The confusion matrix value is displayed in Table 5. 

 

Table 5. Values of Confusion Matrix  

Class Prediction 

True 

Positive 

(TP) 

 

True 

Negative 

(TN) 

False 

Positive 

(FP) 

False 

Negative 

(FN) 

Support Vector 

Machine (SVM) 

20 28 2 0 

Naïve Bayes 

(NB) 

21 22 3 4 

K-Nearest 

Neighbor 

17 22 8 3 

Decision Tree 

(DT) 

17 22 8 3 

 

 

Table 6. Comparison of accuracy algorithm 

Classification Algoritma  Accuracy 
 

Naive Bayes (NB) 
86% 

 

Support Vector Machine (SVM) 
96% 

 

K-Nearest Neighbor (KNN) 
78% 

 

Decision Tree (DT) 
78% 

 

 

Figure 4. Accuracy algorithm comparison 

 

The best accuracy achieved with SVM is 96%, and Naive 

Bayes is 86%, according to Table 6. The classification results 

utilizing the Support Vector Machine (SVM) algorithm show 

the highest accuracy value when compared to other 

classification models, with accuracy values of 80% for the kNN 

classification model and 80% for the decision tree. 

V. CONCLUSION 

In this study, we discussed the benefits and drawbacks of each 

classification model. The outcomes of our experiments 

demonstrate that SVM performs better in terms of accuracy 

when compared to alternative classification models. In 

addition, Naive Bayes is chosen because of its performance-

enhancing low memory and processing needs. Even though 

decision trees take a long time to process during training, they 

can perform well. Similar to this, the kNN classification model 

performs well when used to categorize sentiment analysis video 

polarity. We calculated the accuracy, precision, recall, and F1-

score values in order to assess the classification algorithm 

performance. For the classification of positive and negative 

polarity attitudes from Indonesian film reviews, we compared 

the performance of the classification methods Naive Bayes, 

Support Vector Machine (SVM), K-Nearest Neighbor (kNN), 

and Decision Tree (DT). The results of the test show that the 

SVM algorithm variety produces the greatest outcomes, with a 

96 percent accuracy rate. SVM performs better than other 

classification algorithm approaches as a result. 
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