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ABSTRACT In recent years, due to the nlimear nature, complexity, and irregularity of time series, especially
in energy consumption and climate, studying this field has become very important. Therefore, this study aims to
provide a high accuracy and efficiencybinigl approach to time series forecasting. The proposed model is called
EDFPSQGSVR (Empirical Mode DecompositierDiscrete Wavelet Transformfeature selection with Particle
Swarm OptimizatiorSupport Vector Regression). In the proposed hybrid approactisthatep is to decompose
the signal into théntrinsic Mode Functions (IMFgomponent using the Empirical Mode Decomposition (EMD)
algorithm. In the second step, each component is transformed into subsequences of approximation properties and
details byconverting the Wavelets. In the third step, the best feature is extracted by the PSO algorithm. The purpose
of using the PSO algorithm is feature extraction and error minimization of the proposed approach. The fourth step,
using time vector regression, haealt with time series forecasting. Four data sets in two different fields have been
used to evaluate the proposed method. The two dataseleetréec loadof England and Poland, and the other two
datasets are related to the temperature of Australidelgilim. Evaluation criteria include MSE, RMSE, MAPE,
and MAE. The evaluation results of the proposed method with Bitirecipal component analys[BCA) feature
extraction algorithms, and comparisons with methods and studies in this field, indigatepeperformance of
the proposed approach.

KEYWORDS Time SeriesSupport Vector Machind-eature ExtractigrParticle Swarm Optimizatiqrybrid
approach

I. INTRODUCTION depends on factors such as temperature, sunlight, wind,
Time series is a sequence of values (or observations) of ahumidity, etc. [4]. Energy is very important in many areas of

event in which values have a definite period, such asife. In addition, in recent decades, humans have been almost
hourly, daily, weekly, monthlyyearly, and so on [B2], and  entirely dependent on energy, especially electrical energy.
time series analysis deals with dynamic nature and real dai&lthough there have been many efforts to improve energy
[2, 27]. consumption in electronic devices, many emerging devices

Time series forecasting is commonly used in a widestill rely on some kind of etgric power [5]. The use of high
range of fields for future decision making and planning [1]. powered electrical devices and the development of
One of its most widely used fields is eggr The need for  technologies such as smart grids, electric cars, and renewable
energy and related services is increasing to meet humagnergy production have also expanded. All of these factors
social and economic growth, welfare, and health [3] and
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make it difficult to manage the power system [Bljd&nergy  air temperature accurate prediction of the load is very
companies are responsible to supply enough energy tohallenging. As a result, the basis of any decision is based on
consumers [5]. Moreover, ensuring energy supply andorior information. The more complete and accurate this
controlling it in climate variability, is one of the important information is, the easier and less emoaking the decision
energy ch allenges for a sustainable future [3]. Evidencevill be. Proper load forecastingn addition to saving on
demonstrates that ergy consumption has a direct impact on investment costs, makes it possible to plan for the
the climate and has caused the production of greenhouskevelopment of power plants and transmission and
gases, which results in global warming [7]. Thus, electricdistribution networks.
load, as a clean and efficient source, plays a significant rol&herefore,the proposed model considers a wide range of
in human daily life and has recenthcreased dramatically, time series for electric load aémperature. So, this study
therefore, it has become a fundamental issue. In additiorgims to forecast shetérm load and air temperature using
electricity is more suitable and efficient than other traditionalthe proposed MDFPSSVR method, which can be effective
energy sources, such as natural gas, coal, and petroleum,ito both fields and the main question of this research is
meet the needs of an environmentally friendbmmunity.  whether due to the instability of the load time seriesan
Therefore, before making a decision on electricity be accurately and optimally predicted using the proposed
generation, it is necessary to predict electricity needs anchethod.
loads [6]. The rest of the paper is organized as follows. In Section
Electric load forecasting helps suppliers to adjust supply2, Related Work for this study is presented. Proposed
and demand and ensure power grids in the event of electricitiesearch Method is given in Section 3. Evaluation and
shortages. Load forecasting, to achieve different goals, ifResultsSimulation are shown in Section 4 and conclusion of
divided into several categories: shtetm load forecasting the study is in the last section of the paper.
(a few minutes to 1 day in advance) to adjust supply and
demand, mediunterm load forecasting (1 day to 1 year in Il. RELATED WORKS
advance) to definitive planning of the outage and The conducted studies are reviewed in three categories:
maintenance and lorgrm load forecasting (more than 1 forecasting load forecasting, climate (temperature), and
year in advance), for planning the development of electricabptimization. The conduoteworks in the field of load
infrastructure [8]. Accurate sheterm load forecasting is forecasting are:
essential for effective performance in the eleetrigector. In article [8], the goal is shoterm load forecasting. The
Load forecasting in personal homes or buildings ispaper described four machine learning methods, ‘SVR
challenging due to more fluctuations and uncertainties infGBRT?, FFNN® and LSTM, to forecast peak daily
load consumption [9]. Incorrect load forecasting causesonsumption and hourly energy in home buitginin this
significant financial loss. Therefore, correct forecastingresearch, the hourly load data set of England and London
using a good model d&ls to energy savings [6]. [28] was used; and also the electricity consumption of 15
On the other hand, climate change is one of the currerttouses was randomly selected and divided into 5 groups.
problems of human society and is a threat and disaster for tHEhis dataset fluctuates during peak hours and on weekends.
planet Earth, which is important to study and predict itsThe evaluationresults show that the performance of the
elements for resource planning. Temperature is drthkeo  LSTM method is better in forecasting daily peak load
most important meteorological parameters that is used itonsumption than other method$e benefits of this article
many studie$2, 4]. This parameter is of special importance ensure the efficient operation of uninterruptible power
in the study of climate change and agriculture and othesupply systems for energy consumers. Irgeliit meters can
areas, so that the increase in temperature is one of the mdst provided. Also, accurate information about the energy
important human environmental issues. Therefore, studyingconsumption of the building opens several doors of
and predicting its changes in time periods can be effective onpportunity for you. Among its disadvantages, we can only
proper management of water and soil resources and meetingention the forecast of daily peak load consumption. Article
the water needs of plar, 7]. [13], deals vith providing a solution for renewable energy
So the dynamic and ndimear nature of the climate, due and reducing carbon emissions. This paper assessed long
to variability in temperature and precipitation, has becomeerm load forecasting using the LSTM method and dynamic
an attractive field in time series forecasting [10]; becausdiltering of the potential highest electricity demand peaks,
climate data is part of an uncertain time series [11] andsocicand to evaluate this method, a caselg was conducted on
economic activities, and other human activities, in mostthe UK building management syste@®ne of the benefits of
countries, dpend on climate parameters variabilities, suchchanging energy policy is a significant increase in renewable
as temperature, humidity and wind speed, sunlight and winénergy production and a reduction in carbon emissions. Its
direction [12]. disadvantages can only be used to detect and predict hi
Finally, due to the nonlinear, netationary and nen  energy demand events and high power consumption peaks.
seasonal nature of the shtetm electric load time series and The article [14] deals with seasonal load forecasting using

Zana Azeez Kakarash et al. / International Journal of Computing, 21(1) 2022, 76-88

! Support Vector Regression (SVR) 3 feedforward neural networks (FFNNs)
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the highest peak power consumption, by LSTM in better than the VMBEFABP model and has a good outlook
Bangladesh. Its benefits are for Bangladesh to meet growinfpr forecasting irregular time series and providing good
demand and keep pace with theowing economy. results. The advantage of this method for BPNN is the firefly
Therefore, we present a method of applying LSTM with dataalgorithm (FA). Disadvatages of this method Only high
construction method to remove seasonality and trend fronfrequency sequences have been used. The papest(tiédd
load time series of BPS for hourly electric load forecastingthe time series forecasting for energy consumption.
One of its disadvantages is the prediction of hourly electricTemperature and humidity data sets were collected from
load. Article [15] investigated shetérm load forecasting sensors on a wireless network near an airport station in
using LSTM and RNN methods for airline data. Its Belgium. In this paper, the following four models were used
advantages are accurate forecasting of complex electric loddr time series forecasting: multiple linear regressions,
time series with a long forecast horizon. One of itssupport vector machine (SVM), random forest, and gradient
disadvantages is that this methotlas longterm boosting machines (GBM). According to the results, the
dependencies in time series. In this paper [16], the aim iperformance of the GBM motéas been better than the
shortterm load forecasting using the hybrid method of signalothers. The advantage of this method is to filter the data to
decomposition algorithm to intrinsic components andeliminate unpredictable parameters and feature ranking.
support vector regression. The proposed method is used fisadvantages of this method: only with weather data,
analyze tle intrinsic components as a noise reduction step iratmospheric pressure (which correlates with wind speed)
the training data, and then the SVR is used for forecastingvas selected as the most relevant variable of weather data in
The evaluation is based on the Polish electric load datasethe forecast. The paper [20] deals with available mixed time
and the proposed method is EMEYR. The results show series forecasting in nature, such as climate with
that the proposed algorithmf &VR and denoise@VR unpredictable and complex features, using a combined
algorithms have less error in forecasting electric Id&sl. method called EMPARIMA -NN-FFOTR based on EMD
advantages are the breakdown of singular into intrinsiand neural network. First, the intrinsic component is
components. One of the disadvantages is working only oextracted using the EMD algorithm, then, using the run test,
the demand of daily electric load. The paper [17] deals witht is divided into three categories of high, low, and medium
load forecasting using a combination of support vectorfrequencies. Next, try to forecast the higaquency signals
regression and LSTM. The data set used was collected fromsing fuzzy firstorder transition rules trained neural network
Irands Power Generation and Distribution Company. In this(NN-FFOTR), and applied to the medium frequency of the
research, the temperature features were also used taking iffdRIMA model. A simulated and unreal data set with time
account the load feates. Findings show there are good series, Loren3 and MackeyGlass systems were used to
results in 24hour forecastingThe advantages of combining evaluate this approach. Thesults indicate that the hybrid
LSTM and SVR have been used to predict load andnethod has good convergence speed and accuracy. The
temperature. Of the disadvantages only on the time series afdvantage of this combined method is that it balances the
load and temperature in 24 hours, it provides a do@tast. forecast accuracy and convergence speed simultaneously
Practices in the field of weather forecasting include: during the forecast. Therefore, a hybrid model can betased
The paper [10] analyzes the monthly temperature angbredict turbulent time series. Disadvantages of this method
precipitation rate by correlation and regression betweerare used only to predict high frequency components.
indices using SPSS software in India and Uttarakhand. The The work done in using the optimization algorithm for
research results can, asforecasting tool, help to develop forecasting is reveled in the following papers. In paper [5],
better methods of climate management in the region. Théhe aim is to provide solution to the problem of electric load
advantage of this method is that it predicts future trends byorecasting using conventional feedforward neural network
fixing the data and seasonally deleting it. The disadvantagesptimized by a PSO algorithm. In this method, the PSO
of this method are only the quarterlyadysis of the monthly  algorithm is used to optimize the neural network weight. The
average minimum and maximum temperatures. According talata set used is the electricity consummptdf a company in
the article [18], forecasting irregular time series has becom€yprus. The network is optimized, the average MAE and
one of the good research fields in recent years. Due to thBISE error is reduced, and it converges faster, and the data
complexity and irregularity of this type of time series  training is faster using this method@ihe advantage of this
hybrid model is needed for accurate forecasts. In this papemethod particle swarm optimized networks boasts of faster
a new hybrid model based on a Firefly Algorithm Optimized convegence The disadvantages of this method are only the
Neural Network called CEEMDAN VMD i FABP is used. workload per hour. According to article [21], a large part of
First, the signal is decomposed into primary component®lectricity consumption is used in the production sector.
using variation mode demposition (VMD), and Complete Load forecasting can be useful in managing power
Ensemble Empirical Mode Decomposition with Adaptive consumption, scheduling theptimal generation, and
Noise (CEEMDAN). Then, the time series is forecasted by glanning for electricity maintenance. This can improve
firefly optimized backpropagation neural network (FABP). energy efficiency, and reduce production costs. In this paper,
The temperature of Melbourne, Australia is included in thea shoriterm model of electrical load forecasting is presented
dataset used in this article. The proposed model performBased on the GRSGBPNN hybrid algorithm. The GA
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PSO algorithm is used to optimize BPNN parameters. TheMGOA optimization algorithm. Disadvantages of this early
data set used is the power consumption of a selected papesnvergence methaday dfect the results.

mill. According to the results, the proposed model can have Considering previous works, the PSO algorithm and
good performanceThe advantage of this method is the use other optimization algorithms can be used to optimize the
of GA-PSO hybrid algoritim to optimize BPNN parameters. parameters of models such as neural networks, SVR, and
Disadvantages of this method are the following ones. OnhsVM, and there is no study on this algorithm in feature
reattime production data is used. It was suggested in articlextraction in timeseries forecasting. This has led to a new
[22] that shorterm electrical load forecasting plays an and innovative aspect of the proposed EDFFSMR
essential role in the performance of powertays. This  method in this field. The proposed method is compared with
paper presented a hybrid wavelet transftdased method, other datasets in the comparison section with other tasks. It
the GM algorithm, whose parameters are optimized by thean also be stated that the proposed methosed to predict
PSO algorithm. The data set is the daily load of Iran and Neuluctuations in high and low consumption peaks. Also, the
York. In the proposed model, climate data including averaggroposed method for eliminating the disadvantages is only
temperatue, average relative humidity, average wind speedgonsidering the hourly, daily or temperature load and used
and load data of the past days are considered as model inpédr the two time series of electric load forecasting and
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Wavelet transform is used to eliminate high frequency. Theemperature.

simulation results confirm the optimal performance of the
proposed method compared tbe previous one. The

advantage of this method is that to improve the accuracy of
STLF, the GM production factor is increased using the PSO

Table 1 compares related work and summarizes the

results.

Table 1. Comparison of the related works?

algorithm. Disadvantages of this method are as follows. High Article Algorithm Results
frequency components have been eliminafetording b T —— g?/eé‘ SRR o < how At T
: : : Irnazari e s , e evaluation results show tha
article _[23], sh_oHterm electric load forecasting plays an al 8] FFNN  and| performance of the LSTMnethod is
essential rolg in the energy management system. In this LSTM better in forecasting daily peak log
paper, there is a shetdrm load forecasting method, based consumption than other methods.
on particle swarm optimization, and Deep Belief Network| Jimenez et/ shortterm The  methodology  demonstra
DBN (PSODBN). The PSQilgorithm has been used for the | 213! memory successful -~ forecasts ~ gene
e . . . neural applicability of the methodology fo
njltlal n.etwork values and 'Fhe reduction of iterations. The network and| demand side response programn
simulation shows the effectiveness of the proposed method. dynamic management, with reduction of ener
The advantage of this method is that the weight is optimized filtering consumption and indirect carbg
H H H emissions.
using PSO. The dlsadvan_tages of this metad only the Al-Shaikh [RNN and| Using this proposed approach.
use of hourly load. The article [24] has addressed sbort etal[14] | LSTM forecast the electric load of one ho
gas load forecasting using a hybrid model. The model is CH ahead with minimal error.
SA-FFOA-SVM, a combination of Cross Factor (CF) | Zheng et| LSTM and| Experiments are conducted
algorithm, Simulated Annealing Algorithm (SA), Fruit Fly | a/[15] RNN gz&%rl‘ztrg}fefé?:éaéﬂg“aascecdu;t’\é’l\;/ o
Opt,'m,'zaF'O” Alg)_”thm, (FFOA), a}nd SVM. The complex electric load time series with
optimization algorithm is used to find the best SVM long forecasting horizon.
parameters. The data set is collected from the producedyaslan and| EMD  and | The proposed EMESVR method
temperature of Chirfa municipal gas consumption. The | Bican[16] | SVR g};eogff‘;;sb“e sE-r“]gDEATStZSi écéng_\;_f
p i Y usi isi
results of the proposed model are comp_ared with four othegr step on the training data.
methods such as BPNN, which indicate the proper | imani[17] | LSTM and| LSTM can be lonely used for bof
performance of the proposed model. The advantage of this SVR feature extraction and forecasting, b
method is that the effect of raw data grouping by feature asfa the features extracted by LSTM can
result of prediction is discussed. The disadvantages of this—— used as input of 8 SVR féorecasting.
. . Dimri et | auto The model prediction results show th
me_thOd are the accuracy of theegiction on the maximum | 5110 regressive (p)| the forecast data Bts well with the tre
daily temperature is more accurate. The paper [25] has integrated (d)| in the data. However, ovgredictions
investigated the shoterm electric load forecasting for a moving are found in extreme rainfa
smart city using a hybrid method called LWSWRGOA, ?X;ﬁ‘/‘g:) (@) temperatureesults.
which is a combination of the Locally Weighted Support — 4T back The proposed hybrid model has a go
Vector Regession (LWSVR) algorithm and Modified | Ren[18] propagation | prospect in the prediction of chaot
Grasshopper Optimization Algorithm (MGOA). The MGOA neural time series.
algorithm is used to adjust the LWSVR parameters. The ?glgmol\rll;
H H 1
evaluation of the proposed method was perf(_)rmgd on six reate Ganedo| multiple It has beershown that GBM perform
datasets of New York (hourly and daily) VictoriakEC, et al[19] linear better than other methods.
GEFCom, and ISO New England, which indicate the good regression,
performance of the proposed methdtie advantage of this SV'Z'_ . and
method is that the LWSVR parameters are adjusted using the g:;s'gr?g

VOLUME 21(1), 2022

79



)

Zana Azeez Kakarash et al. / International Journal of Computing, 21(1) 2022, 76-88

performing IMF analysis with the EMD algorithm, the signal
is decomposed into its intrinsic component. Then, by
converting the wavelet with the intended depth, each of the
IMF signals is expanded into signals of approximation and
detdl, each of which is in fact a feature of the main signals.
Therefore, at this stage, using the PSO algorithm, the best
signal or feature is selected for prediction. In the fourth step,
time series prediction is done Bypport VectoRegression.
The name of the proposed method is EDFPESOR
(Empirical Mode Decomposition- Discrete Wavelet
Transform - Feature selection with Particle Swarm
OptimizationSupport Vector Regression).

selecting the Initial population

Signal decomposition into intrinsic — and parameters
component *
time series l Calculating the objective
signal function and testing the emor | €]
rate using the MLP neural
Converting intrinsic comp into
subsequences of approximation and +

detail features controlling the best position of

l cach particle

time series Selecting the best features by PSO

controlling the speed of
algorithm

each particle and update

forecasting

machines
(GBM)
Tang et| empirical These results show the following: (
al [20] mode compared with other related, rece
decompositio | studies, the prediction accuracy of t
n (EMD) and | hybrid system
neural EMD-ARIMA -NN-FFOTR  proposed
networks in this article is higher; (b) the propose
(NN) hybrid system attains  superig
performance compared with sing
models;
Ozerdem et| particle The results obtained show that thath
al [5] swarm particle swarm and back propagati
optimized optimized feedforward networks a
feedforward | suitable regressors for modeling ene
neural demand.
network
Hu et | GA-PSO The verification results reveal that th
al [21] BPNN GA-PSGBPNN model is superior tq
algorithm the other two hybrid forecasting
models(GABPNN and PSEBPNN)
for future application.
Bahrami et| WT (wavelet| Simulation results confirm favourabl
al[22] transform),G | performance of the proposed method
M (grey | comparison with the previous metho
model) and| studied.
PSO
Shen et| Deep Belief| Construct the DBN prediction model {
al[23] Network and| overcome the problem that the supp
PSO vector Machines (SVM) training time i
long and the BP neural network meth
is easy to fall into the local optimum
Lu et | fruit fly | The conclusions are drawn: (]
al [24] optimization | compared with other forecastin
algorithm, models, CFSAFFOASVM model has
simulated higher gas load forecasting accura
annealing (2) for Kunming city, if the daily
algorithm, maximum
cross factor | temperature is used as the input varia|
and SVM in the gas load forecasting model, t
forecasting accuracy is higher.
Elatta et| locally The results reveal that thproposed
al [25] weighted forecasting method gives a much betf
support forecasting performance in
vector comparison with some publishe
regression forecasting methods in all cases.
and modified
grasshopper
optimization
algorithm

Ill. PROPOSED RESEARCH METHOD

The proposed method, which is also shown in Figure 1, is as

No

Stop
condition

SVR model Selecting the best

features

Figure 1. The Process of the proposed method

A. EMD ALGORITHM (EMPIRICAL MODE

DECOMPOSITION)

Component decomposition into intrinsic signals is an
efficient nonlinear analytical method for time series data.
Non-linear and nofconstant time series can be divided into
a group of mean and qugseriodic signals, each of which is
called the Intrinsic Mode Functions (IMF) [16]. In the EMD
algorithm, the main signal is the sum of the IMFs plus
remainder, as shown in Equation 1

No 108 P

In the above equationp 0 is the main data, each of

follows. In the first stp, the signal is decomposed into the "Q indicate the 4th value of the IMF andi 0is the
IMF component using the EMD algorithm. In the secondremainder, and n is the number of IMFs.

stage, each component is transformed into a subset of

approximation properties and details by transforming theB. DISCRETE WAVELET TRANSFORM (DWT)

rabies wavelet. In the third step, the best featuestiscted

Wavelet Transform is the decomposition of function based

by the PSO algorithm. To extract the feature by PSOon wavelet fumtions. In discrete wavelet transform, the
algorithm, a suitable objective function is selected that carsignals can be represented by approximation and detail [26].
minimize the model error that the MLP neural network is The discrete form of the wavelet function is as equation 2.
used. Therefore, the error of this model must be calculated Wavelet Transform is the decomposition of function
according to alassification algorithm and then this error is based on wavelet functions. In discretavalet transform,
minimized in each iteration by the PSO algorithm and theséhe signals can be represented by approximation and detail
steps continue until the stop condition. The purpose of th¢26]. The discrete form of the wavelet function is as
PSO algorithm is to select the appropriate feature tcequatior?.

minimize the error of the proposedethod. In fact, after
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. i In these equationsQis the particle subscript. The
8 O _ ¢ constantswand win the above equations determine the
personal and global learning parameters (impact rate) for

. . . 1 ©QAnd’'Qw Qi andi are random numbers in the range
where g is the wavelet function, for certain valueskatnd f g

w , X £ dilati [1and 0.0 © andw O are the current positions and the
J ('T‘tege.fs)' L time (s>1)is a cons?ant ordi atlpn F)aramGter\/elocity of the particles respectivelsn is a parameter that
T is a time transfer constant, and is dependetit on

controls the particle motion inertia, which at the beginning
of the algorithm decreases more rapidly, and after a while,
decreases more slowly as we get closer to the answer [5].
For the simulation and steps of the PSO algorithm, first
; . ._the initial particle population is randomly generated, and the
which can be used to deal with problems whose answer is mber of initial particles and other parameters is defined.

point or surface in flimensional space. In such a SPACe, tha next step of evaluation calculates the paadbjective

there are hypothese_s, and an ‘”‘“?"_ velocity Is assigned to ﬂ}ﬁnction (calculation of cost or viability), which the function
particles. Each particle has a position, which whetees the considered in this study, is calculated by Equation 7.

particle coordinates in the multidimensional search space. As

the particle moves over time, its position changes.

@ 0 specifies the position of theth particle at timeo. 0 ETC—) 0 8

Moreover, each particle needs a velocity to move in space. €

@ 0 specifies the velocity of theth particle at timeo.

Accelerating the position of each particle causes a Nnew The pext step is recording the best position for each

pos?t@on for the particle. Equation 3 indicates the pamdeparticle 0 s ), andthe best position among all the particles

position update. (0 g ), and its updating, until the end of stop condition.
Collate acknowledgements in a separate section at the

end of the article before the references and do not, therefore,

. L . include them on the title page, as a footnote to the title or
Whether theposition of a particle in the search space is giherwise. List here thesindividuals who provided help

good or not is assessed by a fit_ness function. Particles furing the research (e.g., providing language help, writing
able to remember the best situation they have ever been iQcqisiance or proofreading the article, etc.).

The best individual experience of a particle, or the best
position met by thewpartide is calledr} w ‘Gi irb some D SUPPORT VECTOR REGRESSION

algorithms), and the particles can also know the best positiogy, o ¢4 is the regression of the backup vector based on the
met _by the, v_vhole group, which ."STC,a”,ed' (In SOME  gyM regression model, whidk adapted from the regression
algorithms & is also referred to a%w (Bi) Fhe particle 5514 and classification. The support vector machine is a type

velocity vector, in theoptimization process, reflects the g nervised learning system that is used both for grouping
empirical knowledge of the particle, its information, and the 5 estimating the data fitting function in regression

particle population mformatlon. Each particle consm_h_ars tWOprobIems so that the least error occurs i data grouping

components o move in the search spaceCagnition o fiting function. This method is based on statistical
ComponeTntl, ",Vh'Fh IS t_he best solution thM'C_le can get learning theory, which takes advantage of the principle of
alone | Qi 2 Social Component which is the best g ctural error minimization and leads to a global optimum
solution that is recognized by the whole groluf Qiwas  answer[17]. To implement support vector regression, the

mentioned in the previous section. _ data is shown according to Equation 6.
According to "Qw Qiamd ) w'Qieach particle uses
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C. PARTICLE SWARM OPTIMIZATION ALGORITHM
(PSO)
The PSO algorithm is a univedsoptimization method,

WO p WO wo38 (o]

equations 4 to 6 taletermine the next position, and is YO ofd ) Ny PN YR P
updated:
o e wherewb6s are inputs that d&ian h
@wo p wWwo W n o w o the target. From Equation 7 we can define SVR according to
win o & oh 1 regression.
o p OGO wo ph v 0 ® 0o @) Q pksa&s ()
®o p 0O i 80 p8 ) Its penalty function is defined according to Equation 8.

0 ofy T ¥ @R -y

Y £ w0l P

5 previous best position 6 global best position
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is known as one of the best kernels and in this study, this
whered is the penalty function, and such that the desiredkernel thais shown in Equation 15 has been used as well.
output should be defined between the positive and negative

interval g20f® Ub®e g tha fore thedesired 5 O O
output of the netwd, £ the error due to the target and the 0 ohd APD — 8 Py
out put should be less than U. Eventuallyc’,’ for the pel
function we will have: . .
I n the above equation, U0 i s
L. T D DS - since the kernel function is nonlinear, we have equation
0 o0hw D Os - ¢ Dl PP 19[16]
for all data with theoperational risk, it should be minimized @ B0 B |0 ok YR8 Q
according to Equation 9. Therefore, in general, the target will | -8 P w

be achieved according to Equation 10.

IV. EVALUATION AND RESULTS
e In this paper, the simulation environment using MATLAB
Lbu 0 = =38 pC R2018b software has been used for modeling, and the
computer for simulation with an Intel &350 series CPU

_ _ and 4 GB ofmemory and 500 GB of hard drive.
In the above equation, the value of C is a constant

number. Now if for the above equations we consider its duak DATA SET

Falhe)

fgrm, for 6 @ - = ) 1'Tthe coefficient , foro In different studies in the field of time series forecasting,
@ - & T the coefficient] , for £ T the  yenending on the proposed method and the purpose of the
coefficient| *, and fore Tt the coefficient’ is  ,oplem, different data sets belonging to various countries

replaced. If in the above equation the derivation operation i, ave been used. The data set usedvaluate the proposed
taken with respect to weight, bias, we will finally have nethod is presented in Table 2.

equation 11 for the dual target function:
Table 2. The data set used to evaluate the proposed

& Qi-B B | | | oo B | method
| o) B | | -h po Title Number The The The unit
of sample | maximum | minimum
data value value
s | | mhm | 5 h London [28] | 1000 1.04 0.06 KW
Poland [29] [ 1400 1.34 0.61 MB
m | 08 pT Australia [30] | 520 26.29 211 Santigrad
Belgium [31] [ 1002 23.78 18.39 Hourly
The sum of the support vector can also be calculated . . ]
using the value of and| and the product of this value The first data se_t be_Iongs to the_ United Kingdom and the
must be zero. Finally, if & is the input City of London, which includes daily loads collected up to

| "Q plgfB & and the outputis equal o 0 ¢ ¢ 2014
. Original Electricity Time Series London Dataset
we will have : ‘
0 | | ®h pu
& 2 6 6w YOHQ | -8 po 3 ‘ |

gs |

N

——

where if it is replaced in the relatiah 0 @ wequal to
B | | o & equation 14 will be formed.

?
[l i
In the support vector regression, a kernel function is user Ju HUJU JJ‘ M‘J iw“w dﬂ}f J _4' WM 'JU!‘W’M JJ édhr‘

Vioad D;a'ia(hour)
o | L0 of (B o X Figure 2. Dataset loading

Linear, sigmoid, polynomial, and radial (RBF) basis The second data set belongs to Poland, which includes
. » SI9 » Poly ’ daily the load daily hourly collected up #®90. Figure 3
functions are the most common kernels. Due to the

computational efficiency of RBF over the years, this kernelShOWS this dataset,
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estimated. MSE is almost everywhere positive (not)zior

Original Electricity Time Series Poland Dataset criteria include: mean square error (MSE), Root Mean
Squared Error (RMSE)mean absolute percent error
| N (MAPE) and Mean AbsolutError (MAE). MAPE and MSE
” m "’ measure the prediction deviation from the actual data. MSE
} 1 is a method of estimating the amount of error that is actually
‘ Mr M ‘M ‘ mm ] the difference between the estimated values and what is
|
‘ “ ] l' i 'n ” two reasons: first, because it is random, and second, because
mm n W H"M i the estimator does not count information that can produce
M more accurate estimates. So this index, which always has a
- non-negative value, the closer it is to zero, the lower the error
oad daily hourly rate. Root Mean Square Error (RMSE) is the standard
Figure 3. Polish daily load data set deviation of the residuals (prediction grrors). Residua_lls are a
measure of how far from the regression line data points are;
RMSE is a measure of spreading out these residuals. MAPE
The third dataset belongs to Australia and the city ofis a measure of predicticaccuracy of a forecasting method
Melbourne, which includes daily temperature of Meblevorn,in statistics[16, 24]. MAE is a measure of errors between
which was collected from 1981 to 1990. Figure 4 shows thipaired observations expressing the same phenonj2@pn
dataset.

Original Elctricity Time Series Meblevorn Dataset o g . .
1 | —
HMM’ | r(}\ .‘L l’ YOYO -B O b cu
é,f‘ i {HIM [[“ ‘M‘ | “ M | : .., PTTSO B s
g MLA L 4'~L‘W ‘“\J”* VOLOT  Th ¢
t T*MJ &LM‘\IW\:W ’WM Mlm - éE L -

o ” w
load Data(minimum daily temperatures)

_ ) In the above equationd is the real valueD is the
Figure 4. Melbourne, Australia, Temperature Database ¢, acasted value. n is the numbesamples.

The fourth data set belongs to Belgium. This data set
includes temperatureontrolled by a ZigBee wireless sensor C. EFFICIENCY RESULTS
network. Each wireless node transmits temperature ando evaluate the proposed method, first, all the steps are
humidity in about 3.3 minutes. & data set had been described on the first data set, and then, in the end, the results
collected until 2017. Figure 5 shows this dataset. of the proposed method are stated on the other data set. The
Original Electricity Time Series Belgian Dataset fl_rst da;a set is dallylec_:trlc load in London.. First, the_ input
‘ ‘ - - signal is extracted using the EMD algorithm and its IMF

components and it is shown in Figure 6.

Amplitude

Tt AL A A SR AL

KW/h

w1 load Data(hour) IMF2

b g
1 Ioad-Data(hour) Ibad Data(hour)
IMF3 § IMF4 IMF§

Kwih
KWih

<o I T YT SN AN N o
L 5n;h'.-t-wwW‘w‘-w-ﬂM‘U‘M M 2 -"n,,-a..ﬂ‘v'”y‘w‘,"‘.ﬂ \/\/\A/‘x’( -\ TV \’\/\/l
load Data airport weather - :i;ad A‘E’atﬂ?mu% ‘ ' To-ad /.I.Date:rhou:; - igad ﬂbala?hou?j ‘
IMF6 IMF7 IMF§
. . £ oo - < oos co P
Figure 5. Belgium Temperature data set g}/ a = \\\ { g;{/./ l
- load ‘Data-(hour) - \éad Data(hour‘) - ioad bala-i.hour)

B. EVALUATION CRITERIA
All studies in the field of time series forecasting used _ - _ _
different criteria, and the criteria used in all articles have Figure 6. Signal decomposition using EMD algorithm to

been used in this study to®he evaluation criteria of the IMF components
proposed model are given in equations from 27 toTB@se
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Second, each decomposed component is transtbimo Table 3. The Parameters of PSO

a subsequence of approximations and details using depth5 Simulation and PSO parameters
discrete wavelet transform, and examples of which are give Initial population 30
in Figures 7, 8, and 9. Fig. 7 shows the subsequence of Iteration 10

approximation and details of the first IMF. E 3.3 2.05
E= 3 3 +3
£! Fhw k- w,ww e men- M.ML g IW*W it JJMWH Lﬁ % m 2/(3 -2;s3q)r)t( 372~
},uwﬁw.ﬁ.wwwwm a0 El 2 w (inertia coefficient) M
o c1 (personal learning M3

Ei T b LJf Ml },,“*W,W ,q“ H' coefficients)
‘} P R H‘ ° “{ *J c2(Global learning coefficients) M3

}“ g w [ me e Mw“ r““‘*“ 4

g
g

Selecting the appropriate cost function is one of the most

wl
Fhm A rw‘m J F J,\ML ,Uw hﬁ J‘.hlwl' rwﬂH important parts of the optimization algorithm. The cost
}f‘ ;M o J‘ L’ | ﬂ lAl B qr“ HMH function for selecting a feature is to find the least possible
L3 = o : error between the features and theppse of the problem.

So, by minimizing the model error (mean squared error), we
can extract the best features which reduce problem error

Figure 7. Subsequence of apgimation and details of the based on the order of its effect. Therefore, first, the error of

first IMF this model must be calculated according to a classifio
. , algorithm, and then, each iteration is minimized by the PSO
N N " algorithm, and these steps continue until the stop condition.
R ; To this end, MLP neural network has been used to calculate
k“"""'"‘""“""‘ the error. The cost function of this research is calculated
;‘ }#_ r—ott — accordingto Equation31L.
 Jrmrlioreeee——d
. e o i EE aqs op
‘%7" Jf ‘rLr"L Jﬂ' N E H v JIIL [l UNpr-a 'LV""I"' ~aals €
LII k Atﬁﬂ“‘rﬂ M U mﬁtml odadl] Figure 10 shows the mean squared error minimized by

the PSO algorithm for feature selection.

Figure 8. Subsequence of approximation and details of the MEERLMET 0

fourth IMF

Mean Squared Error(Best Cost)

SENPSIEE  Y

Iteration

[ S T _x ﬂ Hlﬂrww L )

‘ E o IﬁJ ) IUMM Hmp w.xmmhﬂwﬂ’ Figure 10. Mean square error with PSO algorithm for
: T s e e e B feature selection

Fi 9 Sub f i d details of th According to Figure 10, the PSO algorithm shows the
\gure ubsequence of approximation and details o ®est cost function, and the least possible error of the
sixth IMF proposed model, with 20 features equal to 3.89% @& 10
The output of the second stage contains 80 signal featurdterations. Therefore, the output of the third step is to select
from the subseqence of approximation and details. The 20 features or 20 sigrsafrom the 80 signals of the previous
third step is feature extraction using Particle Swarmstep, which are extracted by the PSO algorithm. The fourth
Optimization (PSO). The required parameters of the PSGtep is time series forecasting by SVR. In Figure 11 the red
algorithm (initial particle population, selection of initial data is related to time series forecasting of electric load
particles, and coefficients) are given in TaBle forecasting and black color is relatedthe original signal.
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Table 5 shows a comparison of the forecasted error
values of the proposed method with other methods on the
London dataset.

T
Actual
predict Model

Table 5. Comparison of the forecasted error value of the
proposed method with other methods on the London

KWh
—_

Electric Load Database

il L J »L ) ‘ J DM FJ | Error T1: [ 9] T=Fz] T=;
4Ty ! PR 'l EMD-DWT- | 8.6297€04 | 0.0294 | 15.2977 | 0.0039
‘ ‘ . ‘ SVR
- load Data(hour) EMD-DWT- | 9.5408€04 | 0.0309 | 16.3081 | 0.0117
PCA-SVR
Figure 11. Time series forecasting data, plotted on each '\Sﬂ\?;PSO- 6.3166e04 | 0.0251 12.5721 0.0058

other, related to the London data set

Figure 14 shows the time series forecasting of the
Figure 12 shows the load prediction signal output andoroposed method with other methods and Table 6 shows the
original signal separately. comparison of the forecasted error value of the proposed
method with other methods dme Polish data set.

Orlglnal Electricity Time Series London Dataset Electricity load prediction London Dataset

72;}:‘:%—5\/‘?
! EMD-DWT-PCA-SVR
Proposed Model(EDFPSO-SVR)
£ 5 Jj { j Y I YI II | _
B = M it |
< ¥ | Ny I i f
| I ({ | | i ¥ ik I P ( Iy
P i - " 1
I

\oad Daia(huur) "o = P a0 a0 o m
load daily hourly

load Data(hour)

Figure 12. Separated time series forecasting ftatthe

London dataset Figure 14. Comparison of time series forecasting with the

proposed method and other methods on the Polish electric
Table 4. The forecasted error value of the proposed load dataset

method on the London dataset.

e |98 g '=F¢
6.3166e04 | 0.0251 | 12.5721

Figure 15 shows the time series prediction of the proposed
method with other methods and Table 6 showsraparison
of the predicted error value of the proposed method with
other methods on thelaily temperature ofMelbourne

To show the efficiency of the PSO algorithm, its feature Australian dataset.
selection should be compared with the PCA and EBAIR.

|

Error
MDFPSO-SVR

—— Actual
——EMD-DWT-SVR
——EMD-DWT-PCA-SVR

Proposed Model{EDFPSO-SVR)

[ ]
n m i |

r ; I
— Actual |
EMD-DWT-SVR
—— EMD-DWT-PCA-SVR
Proposed Model(EDFPSO-SVR)

.}"‘ ‘I‘H ‘l‘ I

degrees Celsius
2 El ¥

KWih

|
|

| M! H N’\ y,m-il\ i ]
i P

nub T\ el
S m W = w  w = = = = Figure 15. Comparison of time series forecasting with the
load Datafhour) proposed method and other methods on the daily
temperature of Melbourne Australian dataset

=

Figure 13. Output Comparison of the proposed model with

other algorithms As Figure 15 shows, the prediction is very close to the

input signal and the EMIDWT-SVR results are almbs
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similar to the MDFPSEBVR, but again the prediction comparison is based on common data sets and the same
method works better. number of data. Chart 1 shows the forecasting error of the
proposed model, and other siami articles to the London
dataset, with the MAPE criterion.

Zana Azeez Kakarash et al. / International Journal of Computing, 21(1) 2022, 76-88

Table 6. Comparison of the forecasted error value of the
proposed method with other methods on the Australian

temperature data set MAPE

Error e [ 43¢ ] I=Fg] I=¢

EMD- 9.4926€08 | 3.0810e04 | 0.0025 5.7219e = MAPE

DWT-SVR 05 © ~

EMD- 1.2249¢07 | 3.4999e04 | 0.0030 5.6486e o = S & ™ ~

DWT-PCA- 05 = < ) 3 &

SVR - =

MDFPSO- | 9.4899e08 | 3.0806€04 | 0.0024 5.7159e

SVR 05

Figure 16 shows the time series forecasting of the %\%\ @\«‘o\ & &S &

proposed method with other methods and Tatshdfvs the & S qu"’ S 0 o”
comparison of the forecasted error value of the proposed M I~ S QQQG”
method with other methods on the Belgian data set. >

Chart 1. Comparison of the proposed method with other
articles of London data set, with MAPE criteria

As can be seen, the result of the proposed method is better
than other ones, and tbhaly method close to it is LWSWR
MGOA. It should also be noted that an efficient hybrid
method may work better than a robust algorithm such as the
LSTM.

Chart 2 shows the forecasting error of the proposed
model, and other similar articles to the Polishadat, with
the MAPE criterion.

Figure 16. Comparison of time series forecasting with the
proposed method and other methods on the Belgium MAPE
temperature data set

Table 7. Comparison of the forecasted error value of the = MAPE

proposed method with other methods on the Belgium 0 g

temperature data set @ & S

- - N 0 o

Method ERA N'ERA] EAEA] EARA Q K
EMD-DWT- | 0.0055 0.0742 | 03336 | 9.726le 3 S
SVR 04 -
EMD-DWT- | 0.0057 0.0756 0.3373 0.0033
PCASVR
MDFPSO 0.0047 0.0687 0.2988 4.9486e
SVR 04

Considering the comparison of the forecasted error value

tables, it can be concluded that the proposed model, which is O\% 4%\\ &% o) <
based on feature selection, has been able to reduce the error > S Q& QC?" Q%O
rate using the PS@gorithm. As can be seen, if the feature %f’ @Q ®0' é&’ o
extraction algorithm does not work well, it can also increase & AP bV >

the model error, which in some datasets, the application of < {5\0

the PCA algorithm has increased error. Moreover, according
to the findings, this proposed mhel can be used in other

fields for time series. Chart 2. Comparison of the proposed method with other

articles of Polish data set, with MAPE criteria

D. COMPARISON WITH RIVAL SAWORK Chart 2 shows the forecasting error of the proposed
In this part, the proposed method is compared with othemodel, and other similar articles to the Australian dataset,
similar works in this field. It should be noted that the with the MAPE criterion.
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