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ABSTRACT Software Defined Network (SDN) is the new era of networking technology based on a centralized controller that separates the switch hardware from its operating software. The most important challenge is the security of SDN and the most prominent attack is the Distributed Denial of Service (DDoS) attack. Some of the research work done so far detects DDoS attacks using a threshold, which is usually assumed without proper scientific reason and hence may not be always accurate. The mitigation techniques used by some researchers block the host from sending the network traffic beyond a threshold, by installing drop rules in the flow table of the switch connected to that host. Doing so will not only block the attack traffic but also the genuine ones from other applications of that host. In this paper, we propose a model that calculates the threshold limit for the type of applications sending data to a particular switch, in real-time using a machine learning (ML) model, and determines whether that application traffic is DDoS traffic. After the detection, only application type sending DDoS traffic is blocked while other genuine applications are allowed to send the network traffic without any interruption. The use of a dynamic threshold, based on the current network traffic, will help in detecting DDoS efficiently.
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I. INTRODUCTION

SOFTWARE Defined Network provides new frontiers by offering robust and centralized network architectures which may be deemed ideal to the large networks ubiquitous in today’s large-scale data centers. Software Defined Network (SDN) is designed to perform well-defined traffic forwarding decisions. Traditional Networks offer limited flexibility as they are governed by the administrators to adjust the underlying network to different conditions. The emerging data centers differ from old networks in terms of scalability of topology, traffic patterns, and the sheer scale and require a high amount of re-configuration in real-time.

SDN architecture on the other hand de-couples the Data Plane from the Control Plane. The data plane is implemented using switches and the control plane by an SDN controller. The control decision is taken out from the switch and is shifted to the control plane of the network. The controller gets the global view of the entire topology, which helps it to make decisions efficiently. Whenever a switch receives a new packet from a host, it forwards it to the controller which decides the path for it and installs a rule in the flow table of the requesting switch, as well flow tables of switches along the path until the destination. These flow entries are installed dynamically in real-time and are updated regularly. This feature is not available in traditional networks as the forwarding rules are defined once at the time of network configuration.

The management plane is implemented using REST APIs. The communication between the data plane and control plane is done using OpenFlow protocol. OpenFlow protocol is used by switches to send messages to the controller, and by the controller to install flow table rules on the switches. This new architecture has its advantages, but it is prone to attacks of different kinds. Methods should be used to identify such new ways of attack and mitigation techniques should be proposed.

Existing preventive techniques for DDoS attacks in SDN rely on threshold values to detect a DDoS attack. The thresholds are generally static and assumed values and no
II. RELATED WORK

Murtuza et al. proposed a technique to detect and mitigate a DDoS attack targeted to exhaust the resources at switch and controller by sending repetitive packets to the switch which does not have any flow entry. Since every new flow switch establishes a connection with the controller to determine the forwarding decision, it leads to resource exhaustion when there is a huge amount of new connections. To detect this attack, the authors have used dynamic and adaptive threshold which determines the class boundary for every packet. Packets are classified as safe or risky. The threshold keeps on changing based on traffic behavior. In their proposed solution they are using complete packet parameters such as IP addresses, port, payload, past behavior. By default, the system labels the packets as risky. Over time host gains the trust. For every new connection within a limited time, the connection timeout keeps on reducing as the number of connections increases [1].

Lawal et al. proposed a solution to detect and mitigate DDoS attacks on a targeted system. They make use of the sFlow technique to do so which is a time-based real-time flow monitoring, sampling, and analyzing technique. Out of every N packet encountered at switches, one is selected and sent to the collector. N is determined by Sampling Rate and the interval between two collections is determined by Pooling Interval. From the collector, the packets are sent to the analyzer in case of any suspicion. A threshold is also set which is determined by monitoring the traffic and it is made sure that the number of packets from every switch remains below the threshold. Once this number increases from the threshold, the sFlow triggers an alarm and upon analyzing the traffic, it indicates the controller to install drop rule or allow the flow [2].

Ahalawat et al. made use of entropy to detect the DDoS attack on the network. They used the entropy defined by Shannon which is a metric of unpredictability linked with a random variable, in this case, it is calculated on the inflow, and the random variable consists of the parameters of the packet. A threshold is used and set to the standard deviation of the normalized statistics of various parameters. If for a periodic time interval, the value of standard deviation becomes greater than the threshold then the flow is considered to be an attack. Mitigation of an attack is done by making use of meters. Meters are used to monitor and control the inflow packets at the switch. They trigger one of the defined bands and therefore help in limiting the inflow rate of packets at the controller [3].

Dayal et al. suggested ML technique to detect the DDoS attack. They used a Radial Bias Function (RBF) network along with Particle Swarm Optimization (PSO). They divided the proposed model into three modules: Statistics collector, Attack Detection and Mitigation. Statistics collector collects incoming flow stats from every switch after a certain time interval and analyzes it, if the entropy of the destined IP addresses is found less than a predefined threshold then an alarm is triggered, and the Attack detection module is called. The attack detection module which is the RBF-PSO network extracts the relevant features from the stats collected from switches and tests them against the pre-trained neural network. It then marks a flow as an attack or normal. If marked as an attack, the mitigation module is activated which generates and installs a flow rule on switches to drop the packets destined to the victim’s IP [4].

Queiroz et al. used OpenFlow protocol to implement SDN architecture in which network devices use multiple counters. Fine-grained monitoring is challenging but helps us in load balancing, capacity planning, network provisioning, and anomaly detection. In this scenario, the counters are updated for every packet crossing the switch and hence must be retrieved in streaming fashion which tells us to use Big Data techniques for the processing of counter values. In this paper, the resources monitored are switch ports, flow tables, and flow entries. It consists of mainly 3 activities –

- Data Acquisition – It populates network traffic and information obtained from both the data plane and control plane using the SDN controller.
- Data Aggregation – It processes the gathered information and calculates various parameters in real-time.
- Data Persistence – It is used to store and provide input to the traffic analysis systems [5].

Mehr et al. implemented a DDoS attack on the Ryu controller and applied the SVM algorithm for detecting them. Firstly, data is collected from PACKET_IN messages and useful information like source IP, destination IP, port numbers are extracted and sent to the SVM model for detection of the attack. A script is written in python to generate traffic from 2 different hosts and another script spoofs the random IP address to generate attack traffic. Parameters such as Standard deviation of flow packets, Speed of flow entries, Speed of source IP, Ratio of pair flow entries, Standard deviation of flow bytes are considered for the SVM model. To mitigate this attack, the flow collector tells the Ryu controller to add new rules which impose the switch to send all malicious packets to the flow collector. The time pattern of DDoS attacks was also considered in this approach [6].

Elsayed et al. discussed several ML techniques. There are two main approaches based on ML that are currently used to detect exploitable attacks on SDN networks: (a) approaches based on simulation, and (b) approaches based on public datasets [7].

The experiment results show that the model has high detection accuracy. The applying of the deep learning model of DDoS attack detection to OpenFlow-based SDN was also described. According to the detection result obtained from the model, the SDN controller will lead to a drop policy and a problem to the switch. The paper described the deep learning DDoS defender’s implementation.

The consequences of re-examination. The results of a real-time DDoS attack experiment check that DDoS attacks can be detected and defended effectively by the defender. Real-time DDoS attacks test the security architecture for defensive impact. As can be seen from the final experimental outcomes, if the source address is an attack packet IP address, it is practically observable in the DDoS attack detection scheme.
based on deep learning. According to other DDoS attack data traffic function areas, such as we may also obtain the right detection results for the destination IP address, the source MAC address, the source or destination TCP/UDP port number, and other fields [8].

Dennis et al. compared statistical and ML approaches for DDoS detection in Software Defined Network. In this paper an adaptive threshold was generated using a statistical approach and compared with the Random Forest Classifier ML approach on the UCLA dataset. They came up with the conclusion that the ML model is better in the prediction of DDoS as compared to the statistical model in terms of performance and accuracy [9].

Verma et al. compared various ML and deep learning methods to find the best out of them on various datasets namely NSL-KDD, KDDCUP99, CAIDA, DARPA. And they came up with the conclusion that the Random forest classifier gives the best result [10].

III. PROPOSED MODEL

A. DATA COLLECTION AND PREPROCESSING

It is the first and foremost task to be carried out. In this step, the real-time data of the network is sniffed with the help of CICFlowMeter, which gives various network attributes in output. The data consists of 84 attributes like IP, port, packet length, timestamp, protocol, etc.

Collected data is preprocessed by choosing required attributes namely, Src IP, Src Port, Dst IP, Dst Port, Protocol, Timestamp, Total Fwd Pkts, Total Bwd Pkts.

For training we are using a Kaggle Dataset [22]. One additional feature, i.e., threshold is generated based on the collected data and is appended to the data, calculation of which is discussed in a later section.

B. BUILDING A MACHINE LEARNING MODEL

As ML has been used for threshold prediction, building the model is always a crucial part. This paper uses random forest regression as the ML model. Random forests or random decision forests is an ensemble learning method for classification, regression, and other tasks that function by constructing a variety of decision trees at training time and generating the class that is the mode of the individual trees’ classes (classification) or means prediction (regression). It consists of 100 decision trees and works as a regressor to predict the value of the threshold. It is also important that a good dataset is being used to train the model.

The ML model is trained on the Kaggle dataset and this model is used for predicting the threshold value for incoming data packets.

C. MITIGATION MODULE

In this step, the calculated threshold values for incoming data packets are compared with the statistical packet count kept by the OpenFlow switches. OpenFlow switches maintain a count of the number of times a flow entry is referenced and send these stats to the controller on a regular basis. These statistics can be made specific to a use case by employing a feature of SDN flow rules, Packet Matching. Packet matching provides many filters known as Match Fields. We are using Port, IP and MAC address of source and IP and port of destination as match fields to track the stats pertaining to a particular type of application.

Comparison of application specific packet count and threshold, which is predicted by ML model, is done at the controller on switch by switch basis. If the packet count is found to be exceeding the threshold along with a decrease in entropy, the data flow is marked as an attack and it is blocked at the switch level by installing a flow rule entry at the switch, thereby dropping all the packets coming from the attacking application.

IV. METHODOLOGY

A. NETWORK TOPOLOGY

Fig. 1 demonstrates the topology used. It is a scenario with simple network structure, consisting of various SDN components, i.e., a controller, switches that are open-flow enabled, and various hosts, connected to at least one open-flow switch, running multiple applications that are making use of different protocols. The controller runs a program with an ML algorithm on the real-time data provided by the switches and identifies the traffic as either attack or normal traffic.

<table>
<thead>
<tr>
<th>Function</th>
<th>Hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTTP server</td>
<td>H25</td>
</tr>
<tr>
<td>FTP server</td>
<td>H2, H11, H17, H25</td>
</tr>
<tr>
<td>UDP server</td>
<td>H19</td>
</tr>
<tr>
<td>HTTP client</td>
<td>H1, H3, H5, H8, H14, H18, H22</td>
</tr>
<tr>
<td>FTP client</td>
<td>H3, H6, H8, H13, H23</td>
</tr>
<tr>
<td>UDP client</td>
<td>H9, H10</td>
</tr>
<tr>
<td>Attacking hosts</td>
<td>H3, H20</td>
</tr>
</tbody>
</table>

Three types of traffic are being used for the network simulation and testing. These are: HTTP traffic, UDP traffic, and FTP traffic. Traffic is generated in a way as shown in Table 1.
Two hosts are set to mimic the attack traffic by continuously sending HTTP requests to the HTTP server with spoofed IP addresses and overwhelming it with requests.

B. DATA COLLECTION, PRE-PROCESSING AND MODEL BUILDING
Initially, for training ML models, the data is gathered from a network. In this project, a Kaggle dataset is used. Once the data is gathered, preprocessing must be done. It is known that for a regression model labeled data cannot be considered. Only features with numerical value can be used. The labels must be encoded, if not already in numerical form. IP addresses and protocol are encoded with numerical value. Protocol encoding is a weighted encoding which takes into account the number of packets in a flow, type of packets and payload, its size, etc. The proposed model is using Random Forest as the base ML model. Few important reasons for choosing random forest are:

- Higher accuracy as random forest acquires results from large number of decision trees.
- The random forest has a nature of preventing overfitting when applied to a large dataset.

ML model is trained on the dataset, which along with selected features, has an additional threshold feature, calculation of which is shown in next section. We train and save the model by the method called Pickling, which not only provides us with the benefit of saving and keeping models to be used later, but it also allows us to train the pickled model on new data as it comes. Thus, this makes our model to adapt to network changes real-time and predict correct traffic behavior.

C. CALCULATING THE THRESHOLD
This section highlights the statistical threshold calculation part. Statistically calculated threshold is only used to train ML model. For every packet that is introduced in the network, it is stored in memory with the key as a tuple pair of the source IP and source port. This tuple is then used to dynamically calculate the threshold. The threshold is calculated statistically and stored for further use.

The formula used to calculate the threshold, statistically, is mentioned below. It calculates a running mean and corresponding standard deviation of a window (of length 10 sec) and they are used to calculate the dynamic threshold for the $n$-th window.

\[
\bar{x}_n = \alpha \cdot x_n + (1 - \alpha) \cdot \bar{x}_{n-1}
\]

\[
\sigma_n = \sqrt{\alpha \cdot (x_n - \bar{x}_{n-1})^2 + (1 - \alpha) \cdot (\sigma_{n-1})^2}
\]

\[
th_n = \bar{x}_n + k \sigma_n
\]

Here $0 < \alpha < 1$, $k = 1$ and $x_n$ is the packet count of the data traffic taken into consideration for the $n$-th window. Once the $x_n$ value is known the running mean is calculated. $\sigma_n$ is the standard deviation for the $n$-th window. After calculating $\sigma_n$, the threshold is calculated using the third equation shown above. The calculated threshold is the statistical value and is appended to the dataset. The ML model is trained on this dataset and is pickled to be used later in the DDoS attack detection and mitigation part.

D. DDoS DETECTION AND MITIGATION
In this section, the detection and mitigation of the attack is explained. The network is monitored for the different types of traffic like HTTP, FTP, UDP. For every incoming new packet, the threshold is predicted by the prediction module and threshold is stored in cache.

In the attack detection module, the packet count from each flow entry of the switch is fetched and is compared with the threshold from the cache. Once the server load has surpassed its limit, the alert is raised and the entropy of the traffic is calculated. Entropy, in this case, is the randomness in the packet header structure and is calculated using Shannon’s formula [24]. If the entropy is found to be lower than that of normal traffic, and the packet count is more than the threshold then the traffic is marked as an attack, and a drop rule to drop the packets referring to the flow rule is installed at the switch. By doing this the attack traffic is no longer able to enter the network and thereby mitigating the attack.

Although other types of traffic (normal) are still allowed into the network, only traffic from attacking application is blocked.

E. ALGORITHMS

E.1. PREDICTION MODULE

Begin
Get sniffed data from CICFlowMeter
Predict the threshold
Put to Redis
End

The prediction algorithm gets the data from CICFlowmeter and predicts the threshold using the ML model and stores the threshold in the cache.

E.2. DETECTION AND MITIGATION MODULE

def get_dp_id(ip):
    return switch_id
while (True):
Begin:
Get packet count of each application
Store in dictionary
if load_at_server > server_capacity:
    Do
        Check entropy
        if (applications crossed threshold):
            Do
                Install the drop rule
    End
End

The detection and mitigation module does the traffic analysis for the incoming traffic, retrieves the threshold from the cache, and classifies the traffic based on the threshold.
V. RESULTS

Fig. 2 shows the results of threshold predicted by multi-linear regression ML model versus threshold obtained from statistical methods during preprocessing. It can be seen that in Fig. 1, the values of predictions are almost constant and it cannot cope up with the calculated threshold. Thus, a multi-linear regression model is not a good choice for this problem definition.

Fig. 3, on the other hand, gives much more promising results which are generated by using Random Forest with 100 decision trees. As compared to the multi-linear model, the predictions of this model are much better and thus can be used for the prediction of the threshold. The data preprocessed with a window size of 3 seconds is fed into this model.

Fig. 4 shows the same Random Forest model as in the last case but with the data preprocessed with a window size of 10 sec. It comparatively gives better results as the value of the threshold is increased. Due to the lack of hardware components, we were not able to use this model.

Fig. 5 shows the server load at a particular time. In this scenario, all the hosts are sending benign traffic until 10:03:00. At that moment, one host has started sending Attack traffic, so, the load on the server increases. When this traffic crosses the load handling capacity of the server, the mitigation module will check if any application has crossed the corresponding threshold. When the module finds the attacking application, it installs a drop flow entry in the switch from which the attack traffic is identified to enter the network, thereby, dropping the packets from the malicious application. It can be seen that the load on the server gets back to normal as soon as the packets from the malicious application are dropped and everything else works normally.

Fig. 6 shows traffic on a switch. It consists of two types of traffic, HTTP traffic, and FTP traffic. During the normal traffic, all the packets from the host to the server are allowed but as soon as a host’s application instigates the attack, packets from that application type get blocked at the nearest switch and all normal traffic from other applications is allowed to pass.
VI. CONCLUSION AND FUTURE SCOPE

In this paper, the data is collected, and efficient ML is built using the Random Forest prediction technique. The model predicts the thresholds dynamically for each application. The system detects DDoS in real-time by analyzing the traffic flow. Mitigation is done successfully by blocking the application used by the zombie client to execute the attack.

In the future, it may be extended to use neural networks instead of using regular ML models. It may provide higher accuracy. The calculations were done for the destination port. Also, it can be experimented with to find a source application port so that attack users may be identified. Other than this we can try to improve the methods of calculating the threshold value. The proposed work uses statistical methods such as standard deviation and weighted mean. Other methods can be used for the calculation of the threshold.
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