Transformation of Mathematical Model for Complex Object in Form of Interval Difference Equations to a Differential Equation
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ABSTRACT Mathematical models of complex objects in the form of interval difference equations are built on the basis of the obtained experimental interval data within the limits of the inductive approach. At the same time, interpretation of physical properties of the object on the base of such model is complex enough. A method of transformation of a mathematical model in the form of interval differential equations was proposed in the article. The proposed method is based on the formulas for representing the values of the function at the node of the difference grid in the Taylor series in the neighborhood of the base node, as well as the differential representation of the derivatives in the same neighborhood. The developed approach creates opportunities for the identification of interval models of complex objects based on the analysis of interval data with further interpretation of the physical properties of the modeled object according to the classical scheme.
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I. INTRODUCTION

RECENTLY, mathematical models of complex objects in the form of differential equations have become widely used for decision-making. Such equations are built on the basis of the obtained experimental data within the limits of the inductive approach [1-3]. At the same time, such models are often problematic for application because they should reflect important physical properties of the object based on the main modeling tasks [4-8]. When a deductive approach is used, the properties of the object are analyzed and then the corresponding mathematical equation is selected, which is solved and the solutions are compared with the results of the experiment [1-3]. Differential equations are the result of applying deductive approach for building mathematical models of the object for example for the purpose of displaying its dynamics. Simultaneously in this case, the coefficients of these equations reflect various properties of the object or phenomenon. Differential equations in partial derivatives in which coefficients also have physical content are also often used for modeling complex objects. For example, in the equations of mass transfer of particles of matter in air, these coefficients are diffusion coefficients [9-11]. Altogether, if mathematical models are built in the form of differential equations on the basis of experimental data using of the inductive approach, these coefficients do not have physical interpretation [12-16]. Therefore, the application of such type mathematical models for an investigation of object’s properties particularly for other conditions, which coincide with conditions of getting experimental data is rather complex. It is also difficult to establish the adequacy of the model to the object under study [17-20]. Thus, such a contradiction arises that, on the one hand, the mathematical model of the object in the form of a difference equation, which is built on the basis of interval data, is consistent with experimental data, and on the other hand, it is difficult to assess the completeness of such model [21-25]. At the same time, advantages of obtaining mathematical model based on its identification using interval data are obvious, since the very process of model identification is solving an optimization problem using universal and well-developed methods [26-30]. One more advantage of such approach is that built mathematical models take into account errors in data on the base of application of interval data analysis [31-34]. In this case, mathematical model is built in the form of a difference equation, which ensures the calculation of object characteristic estimates in the form of numerical intervals [21, 34, 35]. It should be noted that optimization task of identification of such model is quite complex from mathematical point of view. However, for their solution enough
methods have been developed based on swarm intelligence of a bee colony [21, 26-28]. In particular, the solution of optimization tasks based on behavioral model of a bee colony made it possible to solve a number of complex problems of mathematical modeling in ecology [15, 16, 21]. Therefore, taking into consideration the known computing schemes of identification of mathematical models in the form of interval differential equations on the basis of experimental data, the development of a method of transformation of a mathematical model in the form of interval differential equation to mathematical model is appropriate. Such approach allows combining of positive sides of deductive and inductive approaches to building mathematical models and to their interpretation.

II. MATERIAL AND METHODS

The article is based on the materials of doctoral thesis. The authors took part in a number of research and development work.

Interval differential equations, structural identification, interval modeling is used for the experimental data processing and interpretation.

III. STATEMENT OF THE TASK

The task of identification of interval discrete model of complex object in the form of interval difference equation

\[ v_k(\hat{V}) = f_1(\hat{V}) \cdot g_1 + f_2(\hat{V}) \cdot g_2 + \ldots + f_m(\hat{V}) \cdot g_m, \]

\[ k = d, \ldots, K \]  

(1)

based on interval data

\[ [z_k^L; z_k^U], k = 0, \ldots, K, \]  

(2)

is optimization task in the form of

\[ \delta \left( \hat{g}_l \right) = \max_{i=1, \ldots, N} \left\{ wid([\hat{v}_k]) - wid([\hat{v}_k \cap \hat{z}_k^L; z_k^U]) \right\}, \]

\[ if \ [\hat{v}_k \cap \hat{z}_k^L; z_k^U] = \emptyset, \forall k = 0, \ldots, K \]  

(6)

Obtained difference equation is the following

\[ [\hat{v}_k(\hat{V})] = \{ f_1(\hat{V}) \} \cdot \hat{g}_1 + \ldots + \{ f_m(\hat{V}) \} \cdot \hat{g}_m, \]

\[ k = d, \ldots, K \]  

(7)

where \( \hat{V} = [\hat{v}_k-1; \hat{v}_k] \) - interval vector with components which mean computed interval estimates \( [\hat{z}_k^L; \hat{z}_k^U] \) of characteristics.

It should be noted that stated above optimization task (3) is NP complex and algorithms of a bee colony (ABC) are used for its solution [16]. The main idea of ABC is to model behavior of a honey bee colony in the search of food (nectar).

Considering the context of a bee colony activity in nature, first, scout bees fly out of the hive looking for the nectar in a random direction. The quality of the nectar source is determined by the quantity of the nectar and also by a distance from the hive to the source of food. That is in a bee colony, there are some types of bees one group of which are scout bees. When the scout bees return to the hive, they inform other individuals of the colony about the found food sources. Worker bees choose the source of the nectar to which they will fly. This source is based on the received information about the quality of the found nectar. There is one more type of bees which are called explorer bees, the task of which is the search of the neighborhood of the nectar source. The main principle is the next: the better the food source is the more bees will fly to it. Then the process is repeated [16, 21].

It should be emphasized that in the context of computing of optimization task (3), the described principles of swarm intelligence can be formulated as follows [30]:

1. Initialization of the population of algorithm agents (in the space of search for solutions of the problem randomly) form a certain number of starting points (potential solutions of the optimization task (3)).

2. The movement of algorithm agents (based on a set of rules of movement specific to each swarm algorithm) agents move in the space of solutions of optimization task (3) in such a way as to approach the extremum of the objective function.

3. Completion of the procedure (when it is stopped, otherwise, it is transition to the second step).

It should be noted that nowadays, there are a lot of modifications of this algorithm particularly realized on parallel computations making this method the most effective for computing the stated above task among all swarm algorithms. That is we can state that inductive method for building mathematical models of dynamics of objects in the form of interval differential equations is enough effective and well developed. However, as it was stated above, built in the form of interval differential equations on the base of experimental data, mathematical models are complex for interpretation of physical properties of an object because these coefficients do not have physical interpretation.

Therefore, the research task is to develop a method, which gives an opportunity to transform this interval differential equation to interpret the properties of an object on the base of...
the built model and also to widen conditions of application of a model.

IV. METHOD OF TRANSFORMATION

As it is known, any differential operator can be represented by a difference equation with satisfactory accuracy. To build a transparent interpretation of an identified difference scheme based on experimental data, there is an opposite task that is to approach difference scheme with satisfactory accuracy using some differential equation. To solve it, the formulas for representing the values of the function at the node of the difference grid in the Taylor series in the vicinity of base node as well as the difference presentation of the derivatives in the same vicinity will be used. That is the same apparatus which is used for building difference schemes for a differential equation. To solve it, the formulas for building difference schemes for a differential equation followed by its investigation corresponds with a curtain accuracy to the given difference scheme to a differential equation.

Substituting the obtained equations into the difference scheme (8) the following is obtained:

\[ v_{i,j-3} = v(x_i, y_j - 3\Delta y) = v_{ij} - \frac{\partial v}{\partial x}(i,j) \cdot (3\Delta y) + \frac{\partial^2 v}{\partial y^2}(i,j) \cdot \left(\frac{9}{2}(\Delta y)^2\right) + \frac{\partial^3 v}{\partial x^2}\partial y(i,j) \cdot \left(\frac{\Delta y}{2}\right)^3 + O(\varepsilon^2), \]

(9)

where \(\varepsilon = \sqrt{\Delta x^2 + \Delta y^2} \).

Since it is planned to use the cubic derivative from this equation, we extend the expansion to a component per unit of higher order to ensure approximation properties. Gradually approximating, the following is obtained:

\[ v_{i,j-2} = v(x_i, y_j - 2\Delta y) = v_{ij} - \frac{\partial v}{\partial x}(i,j) \cdot (2\Delta y) + \frac{\partial^2 v}{\partial y^2}(i,j) \cdot (2\Delta y)^2 - \frac{\partial^3 v}{\partial y^3}(i,j) \cdot \left(\frac{1}{2}(\Delta y)^3\right) + O(\varepsilon^3) \]

(10)

\[ v_{i-1,j-1} = v(x_i - \Delta x, y_j - \Delta y) = v_{ij} - \frac{\partial v}{\partial x}(i,j) \cdot \Delta x - \frac{\partial v}{\partial y}(i,j) \cdot \Delta y + \frac{\partial^2 v}{\partial x^2}(i,j) \cdot \left(\frac{\Delta x^2}{2}\right) + \frac{\partial^2 v}{\partial x\partial y}(i,j) \cdot (\Delta x\Delta y) + \frac{\partial^3 v}{\partial x^3}(i,j) \cdot \left(\frac{\Delta x^3}{6}\right) - \frac{\partial^3 v}{\partial x^2\partial y}(i,j) \cdot \left(\frac{\Delta x^2\Delta y}{2}\right) - \frac{\partial^3 v}{\partial x^3}(i,j) \cdot \left(\frac{\Delta x^3}{6}\right) + O(\varepsilon^4), \]

(11)

\[ v_{i-1,j} = v(x_i - \Delta x, y_j) = v_{ij} - \frac{\partial v}{\partial x}(i,j) \cdot \Delta x + \frac{\partial^2 v}{\partial x^2}(i,j) \cdot \left(\frac{\Delta x^2}{2}\right) + O(\varepsilon^2), \]

(12)

\[ v_{i,j-1} = v(x_i, y_j - \Delta y) = v_{ij} - \frac{\partial v}{\partial y}(i,j) \cdot \Delta y + \frac{\partial^2 v}{\partial y^2}(i,j) \cdot \left(\frac{\Delta y^2}{2}\right) + \frac{\partial^3 v}{\partial y^3}(i,j) \cdot \left(\frac{\Delta y^3}{6}\right) + O(\varepsilon^4), \]

(13)

Substituting equations (9) – (13) in presentation of difference scheme (8) the following is obtained:

\[ v_{i,j} = g_1 + \alpha_2 v_{i,j} + \alpha_3 \frac{\partial v}{\partial x}(i,j) \cdot \Delta x + \alpha_4 \frac{\partial v}{\partial y}(i,j) \cdot \Delta y + \alpha_5 \frac{\partial^2 v}{\partial x^2}(i,j) \Delta x^2 + \alpha_6 \frac{\partial^2 v}{\partial x\partial y}(i,j) \cdot \Delta x\Delta y \]

\[ + \alpha_7 \frac{\partial^2 v}{\partial y^2}(i,j) \Delta y^2 + \alpha_9 \frac{\partial^3 v}{\partial x^3}(i,j) \Delta x^3 + \alpha_9 \frac{\partial^3 v}{\partial x^2\partial y}(i,j) \cdot \Delta x^2\Delta y \]

\[ + \alpha_{10} \frac{\partial^3 v}{\partial x^3}(i,j) \cdot \Delta x^3 + \alpha_{11} \frac{\partial^3 v}{\partial y^3}(i,j) \Delta y^3 + O(\varepsilon^4), \]

(14)

where \(\alpha_2 = g_2 + g_3 + g_4 + g_5 + g_6, \)

\[ \alpha_3 = -g_3 - g_4, \]

(15)

\[ \alpha_4 = -g_2 - g_4 - 2g_5 - 3g_6, \]

(16)

\[ \alpha_5 = \frac{g_3 + g_4}{2}, \]

(17)

\[ \alpha_6 = g_4, \]

(18)

\[ \alpha_7 = \frac{g_2 + g_6 + 2g_5}{2} + \frac{g_6}{2}g_6, \]

(19)

\[ \alpha_9 = -\frac{g_5 + g_6}{2}, \]

(20)

\[ \alpha_9 = -\frac{1}{2}g_4, \]

(21)

\[ \alpha_{10} = -\frac{1}{2}g_4, \]

(22)
Therefore, the obtained cubic differential equation (14) is in partial derivatives that approximated a difference scheme (8).

Let us consider in more detail the scheme of the method using the example of a difference scheme for an unknown function of one variable with a maximum distance from the base node in two steps, for example:

$$g_3^3 v_{k-2} + g_2^2 v_{k-1} + g_1^1 v_k + g_0^0 = 0.$$  \hfill (25)

Transforming the known difference equation of approximation of the derivative of the second order, the following expression is obtained:

$$\frac{g_3}{h^2} \left( v_k - 2v_{k-1} + v_{k-2} \right) = g_3^3 \left( x_k \right) + O(h^3).$$  \hfill (26)

where \( h \) - discretization step.

Therefore, approximate presentation of the first component of expression is obtained (25):

$$g_3^3 v_{k-2} = g_3^3 h^2 v''(x_k) + g_3^3 h^2 v''(x_k) = 2g_3^3 v_{k-1} - g_3^3 v_k + O(h^3).$$  \hfill (27)

Further, using the same scheme only now, using the known difference approximation equation of the derivative of the first order

$$\frac{1}{h} (v_k - v_{k-1}) = v'(x_k) + O(h),$$  \hfill (28)

we approximate the value of unknown function in the point \( x_{k-1} \) by the next way

$$v_{k-1} = -h v'(x_k) + v_k + O(h^2).$$  \hfill (29)

Substituting (29) in (27) we obtain the next

$$g_3^3 h^2 v''(x_k) + (g_2^2 + 2g_3^3) v_{k-1} + (g_0^0 + g_3^3) v_k + g_0^0 + O(h^2) = 0.$$  \hfill (30)

Dividing equation (30) into \( g_3^3 \) the next presentation of a differential equation is built

$$h^2 \frac{d^2 v}{dx^2} - h a_1 \frac{dv}{dx} + a_2 v + a_3 + O(h^2) = 0.$$  \hfill (31)

where

$$a_1 = \frac{g_2^2 + 2g_3^3}{g_3^3}, \quad a_2 = \frac{g_1^1 + g_2^2 + g_3^3}{g_3^3}, \quad a_3 = \frac{g_0^0}{g_3^3}.$$  \hfill (32)

Discarding the higher-order component of smallness in the equation (33), we obtain a second-order inhomogeneous differential equation with a characteristic equation of the form:

$$h^2 k^2 - h a_1 k + a_2 = 0.$$  \hfill (33)

In case of positive discriminant \( D = h^2 a_1^2 - 4h^2 a_2 > 0 \) of characteristic equation, monotonic components of the general solution of exponential type are obtained. Partial solution of a inhomogeneous differential equation (31) will be a constant of the next type

$$\frac{a_3}{a_2}.$$

Thus, the stated above approach makes it possible to transform difference equation, as a model of a complex object, built on the base of the interval data analysis into a differential equation that interprets the properties of the object, as it describes a well-known phenomenon.

VI. RESULTS

Let us consider the described approach of a transition from the difference equation of the form (24) to a differential equation (31) in the case of such values of the coefficients of the recurrent formula (24):

$$g_0 = -0.22278, \quad g_1 = 0.2, \quad g_2 = -0.72892, \quad g_3 = -0.133172$$  \hfill (34)

These values were obtained as a solution to applied task of modeling the process of spreading carbon monoxide (CO) in the perpendicular direction from the road, as a result of a uniform flow of motor vehicles [21]. Taking into account the values \( v(0) \) and \( v(h) \) from recurrent presentation of the solution (24) and taking into account the values of coefficients (34), we will obtain the pollution forecast. The obtained results are presented in Table 1. As can be seen, the predicted values based on the model in the form of a difference equation are well consistent with experiment results because forecast intervals belong to intervals obtained by the experiment.

Now let us assess to what extent the solution of the obtained differential equation that is the analog of a difference equation (24) for this problem coincides with the solution in Table 1.

For this purpose, based on the values of the coefficients (34) and the equations (32) the values of the coefficients of approximation differential equation are computed (31):

$$a_1 = \frac{g_2^2 + 2g_3^3}{g_3^3} = 7.471, \quad a_2 = \frac{g_1^1 + g_2^2 + g_3^3}{g_3^3} = -1.038,$$

$$a_3 = \frac{g_0^0}{g_3^3} = 1.673, \quad h = 10.$$  \hfill (35)

Based on these values the discriminant of characteristic equation \( D = 59.96884 > 0 \) and also real and distinct roots of a characteristic equation \( k_1 = -0.01364, \quad k_2 = 0.760750756 \) are assessed.

### Table 1. Measured and predicted values of carbon monoxide

<table>
<thead>
<tr>
<th>k</th>
<th>Distance from the road, m</th>
<th>Measured concentration of CO</th>
<th>Interval data concentration of CO</th>
<th>Predicted concentration of CO</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>55</td>
<td>49.5, 60.5</td>
<td>[52.25, 57.75]</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>47</td>
<td>42.5, 51.7</td>
<td>[44.65, 49.35]</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>43</td>
<td>38.7, 47.3</td>
<td>[39.79, 43.09]</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>37</td>
<td>33.3, 40.7</td>
<td>[34.93, 38.12]</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>32</td>
<td>28.8, 35.2</td>
<td>[30.90, 33.75]</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>30</td>
<td>27.0, 33.0</td>
<td>[27.96, 30.98]</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>26</td>
<td>23.4, 28.6</td>
<td>[24.68, 27.13]</td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>23</td>
<td>20.7, 25.3</td>
<td>[21.79, 25.68]</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>20</td>
<td>18.0, 22.0</td>
<td>[19.25, 21.02]</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>18</td>
<td>16.2, 19.8</td>
<td>[17.41, 18.54]</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>16</td>
<td>14.4, 17.6</td>
<td>[15.74, 16.6]</td>
</tr>
</tbody>
</table>
The monotonically decreasing component of the general solution of the homogeneous differential equation will correspond to the first root and the monotonically increasing component will correspond to the second root. Based on the values of the solution at the initial observation points 0 and h, the solution of a differential equation should decrease monotonically. Therefore, further, we consider only the component of the solution of the homogeneous differential equation, which corresponds to the first root of the characteristic equation. We determine the constant partial solution of the inhomogeneous differential equation in the form:

\[ \bar{v} = -\frac{\alpha_1}{\alpha_2} = 1.6115 \quad (36) \]

This allows recomputing the initial condition to the solution of a homogeneous differential equation and establishing its uncertainty constant. As a result, we obtain a general solution of the inhomogeneous differential equation (31) in the form:

\[ v(x) = 53.3884e^{-0.01364x} + 1.611599 \quad (37) \]

The pollutant concentration forecast based on the constructed analytical presentation of the solution shown in Table 2.

As it can be seen, the maximum relative error of the forecast for the analytical solution was 2.55%, which is proportionate to the error of the forecast built on the basis of the difference scheme.

Table 2. Measured and predicted by using analytical solution (37) values of carbon monoxide

<table>
<thead>
<tr>
<th>№</th>
<th>Distance from the road, m.</th>
<th>Measured concentration of CO</th>
<th>Predicted concentration of CO</th>
<th>Abs errors</th>
<th>Rel errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>k</td>
<td>( x_k, m )</td>
<td>( \bar{v}_k, mg/m^3 )</td>
<td>( v(x), mg/m^3 )</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>55</td>
<td>55</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>48</td>
<td>58</td>
<td>-1,190</td>
<td>-2,16</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>42</td>
<td>41</td>
<td>0.750</td>
<td>1.36</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>37</td>
<td>37</td>
<td>-0.066</td>
<td>-0.12</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>32</td>
<td>32</td>
<td>-0.543</td>
<td>-0.99</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>30</td>
<td>30</td>
<td>1.401</td>
<td>2.55</td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>25</td>
<td>25</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>70</td>
<td>23</td>
<td>22</td>
<td>0.846</td>
<td>1.54</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
<td>20</td>
<td>19</td>
<td>0.466</td>
<td>0.85</td>
</tr>
<tr>
<td>9</td>
<td>90</td>
<td>18</td>
<td>17</td>
<td>0.7525</td>
<td>1.37</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>16</td>
<td>15</td>
<td>0.7468</td>
<td>1.36</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

Therefore, the proposed method gives an opportunity to build the difference equation based on its analogue of the interval differential equation. In the interval differential equation, built on the base of experimental data using the methods of the inductive approach, the coefficients of the difference scheme have no physical meaning, which complicates the interpretation of the physical properties of the object. At the same time, the inductive approach to building mathematical models in the form of the interval difference equation is based on bee colony algorithms and has a sufficient number of modifications implemented by software. Therefore, the proposed method makes it possible to combine the advantages of inductive and deductive approaches to building of mathematical models based on data analysis and to their application and interpretation.

The research results showed that the solutions of both equations (differential and difference) practically coincide. The deviation between the solution of the difference scheme and the solution of the differential equation is 2.55%, which is quite satisfactory for this type of computational problem. This, in turn, creates opportunities for the development of environments for computer modeling of complex objects of various subject areas, since differential equations are universal apparatus for modeling objects and phenomena of various nature. At the same time, the sufficiently unified and effective computational schemes have been developed for the building of interval difference equations, which are based on data analysis. These schemes realize the algorithms to solve the problems of identifying mathematical models as optimization problems.
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